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The Influence of Turbulence on 
Mass Transfer From Cylinders 
This paper describes new local mass-transfer measurements from two cylinders, coated 
with a layer of paradichlorobenzene (p-C^RiCh), to air. The cylinders were placed in 
cross flow, and measurements were performed at three nominal values of the Reynolds 
number (75, 100, 125 X 103) as well as at varying levels of turbulence intensity. In 
the range where the boundary layer is laminar, the effect of turbulence intensity is always 
to increase the transfer rate, approximately by a constant factor <$> which depends on the 
turbulence intensity as well as the Reynolds number. Across the turbulent, boundary 
layer and wake the influence is not systematic, as both increases and decreases are ob
served. The data for the stagnation line are compared with other measurements. 
They can all be correlated against the single parameter Tu'Re.1''-, as suggested by a semi-
empirical theory due to Smith and Kuethe. However, the global correlation equation 
(a second-degree polynomial) differs from the originally proposed linear relationship, 
and the uncertainty is one of ±8 percent. 

Introduction 

I HE WOKK of Brim, Diep, and Kestin [ l ] 1 estab
lished the existence of a spanwise variation in the rate of mass 
transfer from the front of a cylinder in cross flow. Kestin and 
Wood [2, 3] investigated the flow field in the laminar boundary 
layer formed at the front of a cylinder and demonstrated both 
analytically and experimentally that it, too, is three-dimensional 
in character. This flow pattern has turned out to be sensitive to 
the turbulence intensity of the free stream through the latter's in
fluence on the pitch, X, and the amplitude, A, of the spanwise 
system of vortices which is formed as a result of the instability of 
the external flow. 

From a practical point of view, these investigations confirmed 
that the rate of mass transfer across the laminar boundary ia3rer 
on a cylinder in cross flow is slightly higher than would be the 
case for Hiemenz flow for zero intensity of turbulence, increasing 
quite dramatically for relatively small increases in turbulence in
tensity. 

Since the same flow pattern is formed on a cylinder whose sur
face temperature differs from that of the free stream, analogous 
effects must be expected in heat transfer. Such increases were 
measured by Kestin, Maeder, and Sogin [4], among others. 

The objective of this paper is to extend the mass-transfer mea
surements of reference [1] in order to provide additional experi
mental data for the theory of references [2, 3]. Local measure-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 29-Deeember 
3, 1970, of T H E AMERICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division January 19, 
1970; revised manuscript received May 19, 1970. Paper No. 70-
WA/HT-3. 

merits were performed over the whole cylinder surface, even 
though the effect of free-stream turbulence on the transfers across 
the turbulent boundary layer and wake have not been studied 
analytically or experimentally in a s}'stematic way. 

Experimental Procedure 
The mass-transfer experiments were conducted with the aid of 

two cylinders (3 and 4 in. nominal diameter). Each cylinder was 
constructed from a 10-in. length of plexiglass tubing coated with 
paradichlorobenzene to a thickness of about 3/n in. The ends of 
the cylinders were closed by circular brass caps mounted on a 
steel shaft common with the axis of the plexiglass tube. Two 
plexiglass gage rings were mounted on the caps for indexing. 
The plexiglass tubes were coated by rotating them partially im
mersed in a bath of molten paradichlorobenzene kept at 60 deg C. 
After cooling, the coating was machined in a lathe and sanded 
down carefully to be flush with the gage rings. 

The cylinder was quickly assembled in the wind tunnel and ex
posed to a steady stream for about 1 hour. The mass lost by the 
cylinder during a wind-tunnel test was determined by measuring 
the change in coating thickness with respect to the gage rings. 
This was done with the aid of a.dial gage which read to 0.0001 in. 
and whose stem was fitted with a delrin pad to avoid scoring the 
surface. During the measuring operations, the cylinder was 
mounted between centers in a lathe. Local thickness profiles 
around the cylinder were taken at three spanwise stations (at 
center and 1/i in. to each side). 

Each step in the procedure was carefully timed, and corrections 
for free-convection losses were applied. On the average, the 
surface lost thickness at the rate of 0.25 X 10 - 4 in/min in still 
air. Additional corrections were applied to allow for the starting 
and stopping of the tunnel. They proved to be small. 
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Free-Stream Turbulence 
Two square-mesh grids of different geometries and a plane 

framework of evenly spaced horizontal rods were vised to generate 
turbulence in the free stream. For each case, the plane of the 
generator was placed normal to the flow, and the intensity of tur
bulence approaching the model was varied by altering the up
stream location of the generator relative to the model. 

The behavior of the clear-tunnel turbulence intensity down
stream from each generator for one wind speed (16 m/sec) has 
been plotted in Fig. 1, which shows that the present decay data, 
correlated by the dashed lines, display excellent agreement with 
the earlier measurements (solid line) of Dryden, efc al. [5] under 
comparable conditions. Fig. 2 illustrates the variation of turbu
lence intensity with air speed at selected distances downstream 
from the turbulence generators; in all cases, it was possible to 
achieve a turbulence level that was within 15 percent of a nominal 
value over a satisfactory range of air speeds. 

In this work the values reported for the turbulence intensity of 
the free stream were determined at a location corresponding to 
1.5 cylinder diameters upstream from the stagnation line of the 
cylinder. As shown in Fig. 3 for a set of representative condi
tions, the turbulence level at this location has just begun to be 
affected by the presence of the cylinder. For practical purposes, 
the turbulence intensity here is independent of whether the 
cylinder is in the flow or removed from it. 

No measurements of the scale of the turbulence were under
taken. However, by analogy with heat-transfer measurements 
(e.g., reference [6]), where the effect of scale amounts to only a 
few percent, the influence of the turbulence scale on the stagna
tion-line mass transfer is expected to be small. Indeed, the 
resolution of the present data is inadequate to disclose the effect. 

The secondary importance of the scale of the turbulence on the 
forward stagnation boundary layer is also implied by our theory, 
which was described briefly in the Introduction. In the more de
tailed accounts of references [2, 3], it has been indicated that the 
principal length scale of the problem is the wavelength, X, of the 
spanwise system of vortices formed from an instability of the ex
ternal flow. This wavelength is governed primarily by the average 
flow conditions (Reynolds number), although it has been shown 
both experimentally and analytically that the turbulence in
tensity does have an effect on it. Finally, in reference [3], evi
dence has been presented which demonstrates that the vortex sys
tem can lead to high rates of heat or mass transfer across the stag
nation boundary layer. This suggests the physical picture that 
the slightest amount of free-stream turbulence triggers the flow 
instability, and that increased intensities affect both the wave
length and the amplitude of the vortex motion ensuing from the 
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instability, thereby causing dramatic increases in the transfers of 
mass, momentum, and energy across the boundary layer. In 
this process, the actual structure of the free-stream turbulence 
assumes a subordinate role. 

Data Reduction 
The mass-transfer rate is measured by the Sherwood number 

6D 
Sh 

D' (1) 

where D is the diameter of the cylinder, D is the coefficient of 
binary diffusion of paradichlorobenzene into air, and 6 is the 
mass-transfer coefficient. The latter is given by 

6 = (2) 

The symbols p„,„ and pv,„ denote the density of the vapor at the 
wall and outer stream, respectively, whereas m" is the loss of mass 
per unit area and time. In turn 

(3) 

where Ar is the loss of thickness in time At, and ps is the density 
of solid paradichlorobenzene. 

Evidently p„,„ = 0, and for the concentration of the vapor at the 
wail we may write 
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p»,» = 
p 
*• v,w (4) 

assuming perfect-gas properties. The partial pressure PViW at 
saturation was evaluated from a semiempirical correlation of the 
form [7] 

log (P r .„ /P,) = A - (B/TJ. 

Thus the working equation could be written 

Sh = 
At D p„,„ ~ At v pv,w(TJ 

Sc. 

(5) 

(6) 

Here, Sc = v/D is the Schmidt number, and v is the kinematic 
viscosity of the vapor. 

Given values for the thermodynamic and transport properties 
of paradichlorobenzene, the remaining unknown in equation (6) is 
the wall temperature T„.. Since the latent heat of sublimation 
lsu must be supplied from the air by convection (radiation and 
conduction neglected), the recovery temperature Tr which the 
surface would reach in the absence of sublimation is depressed. 
The amount of this depression can be computed from the steady-
state energy balance 

h(T, Tw) = rh"l,u. (7) 

If the analogy between heat and mass transfer is applied to 
eliminate the heat-transfer coefficient h from equation (7), then 
the wall temperature can be computed from 

rp „ rp j r I M P 
J >,• + r 2 V p ' 

as shown by Sogin [8]. The constant K is 

Pr \ V - M^ k, 

, S c / M c. 
K 

*) 

(86) 

where Pr, M, and cP are the Prandtl number, the molecular mass, 
and the specific heat of air; M„ is the molecular mass of paradi
chlorobenzene; and P(i is the total pressure of the air-vapor mix
ture. 

The wall temperature required for the evaluation of the Sher
wood number, equation (6), was computed iteratively by com
bining equations (5) and (8a). The total pressure P0was\taken 
to be atmospheric; the temperature indicated by a bare thermo
couple in the stream was assumed to be the recovery temperature 
T,. 

The mass-transfer coefficients of the three spanwise profiles 
measured for a given run always differed, but not in any apparent 
systematic fashion. Rather than destroy the consistency of the 
individual profiles by averaging, the profile of median values 
was chosen to represent the mass-transfer data for a test. The 
extremes fell within ± 5 percent of the median in most cases. 

The values recorded for the turbulence intensity of the stream 
were determined a t a location corresponding to 1.5 cylinder di
ameters upstream from the stagnation line of the cylinder. As 
already mentioned in the section Free-Stream Turbulence, it was 
ascertained tha t the turbulence level at this location has just be
gun to be affected by the presence of the cylinder. 

Properties of Paradichlorobenzene (p-G6H4GI2) 
Following is a list of the properties of the paradichlorobenzene 

which were used in reducing the data: 
Molecular mass [7]: Mv = 147.01 lbm/lbmol 

ft-lbf 
Specific gas constant ( = R/Mv): R„ = 10.512 -

lbm R 
Density of solid (pycnometer determination): pt = 90.84 

lbm/ft3 

Vapor-pressure curve [7]: 
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Reynolds number: Re = 100,000 (nominal) 

log 
lbf/ft2_ 

12.430 -
6426 

(TJR) 
(510 R < Tw < 580 R) 

Constant K defined by equation (86) [8]: K = 1700 R 
Schmidt number ( = v/D): Sc = 2.40. 
The value Sc = 2,40 is a compromise for the results discussed 

by Sogin [8] and may be in error by as much as 15 percent. 

Experimental Results 
The present measurements were performed at three nominal 

Reynolds numbers and at several values of turbulence intensity. 
They have been listed in Table 1 and plotted in Figs. 4, 5, and 6. 

The Nusselt number Nu has been evaluated by the application 
of the heat-mass-transfer analog}'. The analog}' reads 

Nu 

Re 1 / ' 

_Sb_ 

Rem

and becomes 

Nu Sh 
—rj = 0.669 — r r 
R e A R e A 

(9a) 

(96) 

for Sc = 2.40 and Pr = 0.72. An uncertainty of 15 percent in 
the Schmidt number reflects as approximately a 5 percent uncer
tainty in the Nusselt number. 
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Table I Local coefficient of mass (heat) transfer around a cylinder 
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Tu = 
0/deg 
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0.44 
0.54 
0.74 
0.90 
0.92 
0.91 
0.99 
1.12 
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= 3.00 in. 
Nu/Re 'A 

1.02 
1.01 
1.00 
0.98 
0.95 
0.91 
0.84 
0.74 
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= 3.00 in. 
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1.03 
1.02 
1.02 
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0.36 
0.49 
0.60 
0.61 
0.61 
0.66 
0.75 
0.85 
0.92 
1.00 
1.07 
1.16 
1.20 
1.18 
1.14 

Tu = 
0/deg 

0 
5 

10 
20 
30 
40 
50 
60 
70 
78 
80 
85 
90 
95 

100 
110 
120 
130 
140 
150 
160 
170 
174 
180 

Tu = 
B/deg 

0 
5 

10 
20 
30 
40 
50 
60 
70 
79 
80 
85 
90 
95 

100 
104 
110 
120 
130 
140 
150 
160 
170 
180 

3.20% D 
Sh/Re'A 

1.84 
1.84 
1.84 
1.80 
1.75 
1.65 
1.51 
1.33 
0.96 
0.60 
0.63 
0.94 
1.29 
1.53 
1.63 
1.56 
1.47 
1.42 
1.46 
1.61 
1.79 
1.95 
1.96 
1.95 

2.84% D 
Sh/Re 'A 

1.91 
1.91 
1.91 
1.86 
1.77 
1.66 
1.52 
1.33 
1.04 
0.72 
0.72 
0.91 
1.36 
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1.84 
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A. Re = 
= 3.00 in. 
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Table 1 (continued) 

B. Re = 
= 3.00 in. 

Nu/Re 'A 
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0.70 
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.50% D 
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1.97 

= 4.05 in. 
Nu/Re 'A 

1.23 
1.22 
1.21 
1.17 
1.11 
1.05 
0.98 
0.84 
0.61 
0.28 
0.41 
0.68 
0.94 
1.05 
1.05 
1.00 
0.90 
0.84 
0.85 
0.94 
1.06 
1.19 
1.24 

= 4.05 in. 
Nu/Re 'A 

1.29 
1.28 
1.27 
1.23 
1.18 
1.12 
1.03 
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0.75 
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2.10 
2.04 
1.93 
1.83 
1.69 
1.52 
1.28 
0.85 
0.73 
0.95 
1.58 
2.35 
2.71 
2.52 
2.06 
1.71 
1.53 
1.56 
1.71 
1.83 
1.88 
1.87 

7.28% D = 
Sh/Re'A 

2.37 
2.35 
2.33 
2.24 
2.14 
2.02 
1.88 
1.71 
1.49 
1.13 
0.87 
0.91 
1.33 
2.17 
3.31 
3.19 
2.54 
2.00 
1.65 
1.56 
1.69 
1.83 
1.82 

= 3.00 in. 
N u / R e ' / ' 

1.44 
1.43 
1.40 
1.36 
1.29 
1.22 
1.13 
1.02 
0.86 
0.57 
0.49 
0.64 
1.06 
1.57 
1.81 
1.68 
1.38 
1.14 
1.02 
1.04 
1.14 
1.22 
1.26 
1.25 

= 3.00 in. 
Nu/Re 'A 

1.58 
1.57 
1.56 
1.50 
1.43 
1.35 
1.26 
1.14 
1.00 
0.76 
0.58 
0.61 
0.89 
1.45 
2.22 
2.14 
1.70 
1.34 
1.10 
1.04 
1.13 
1.22 
1.22 

The solid line in Figs. 4-6 corresponds to Frossling's theoretical 
(zero-turbulence) calculation for laminar transfer [9], Table 2. 
I t is seen that up to about 6 = 60 deg, that is at the base of the 
laminar boundary layer, the effect of increasing the intensity of 
turbulence is to multiply the theoretical value bj r a nearly con
stant factor, <j>. Average values of this factor have been plotted 
against turbulence intensity in Fig. 7 for three values of the 
Reynolds number. For 8 > 60 deg, an increase in the intensity 
of turbulence at a constant Reynolds number does not seem to 
affect the Nusselt number in a particular direction, both increases 
and decreases being observed. 

Comparison With Other Heat- and Mass-Transfer 
Measurements 

In order to compare the present results with those of other ex
perimenters, it is necessary to restrict oneself to the stagnation 
point, and it is convenient to use the single correlation parameter 
TuRe1'2. The latter has been suggested by Smith and Kuethe 
[10] on the basis of a semiempirical theory. The present data 

have been listed in Table 3, and all measurements have been 
graphed in Fig. 8. The broken line in the diagram corresponds to 
the theory of reference [10]. 

I t is seen that the theory describes the measurements of its 
authors reasonably well, but that it fails to conform to the gen
eral trend of the remaining body of data. In particular, it would 
appear that the analysis should be based on Frossling's [9] 
theoretical (zero-turbulence) calculation Nu/Re 'A = 0.945 rather 
than on Squire's [11] approximate value Nu /Re ' / 2 = 1.00. 

A better representation can be obtained by interpolating a 
faired curve by the method of least squares and by forcing it to 
pass through Nu/Re'^2 = 0.945 at TuRe1/2 = 0, as is shown by 
the full line in Fig. 8. This correlation can be represented by 
the equation 

JNu_ 
Re' / 2 

= 0.945 + 3.48 
/ r « R e ' / ; 

\ 100 
3.9 

/TuRe1/'-

100 
(10) 

in the range 0 < (IVEte'A) < 40. Here Tu is expressed as an 
absolute (as opposed to a percentage) fraction. 

The mass-transfer results of the present investigation lie 

324 / N O V E M B E R 1971 Transactions of the AS ME 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 (continued) 

Tu = 
0/deg 

0 
5 

10 
20 
30 
40 
50 
60 
65 
70 
77 
SO 
85 
90 
95 

100 
110 
120 
130 
140 
150 
160 
165 
170 
175 
180 

0.20% D 
Sh/Re'A 

1.49 
1.49 
1.48 
1.44 
1.39 
1.32 
1.21 
1.04 
0.91 
0.65 
0.33 
0.53 
0.68 
0.80 
0.80 
0.79 
1.01 
1.13 
1.19 
1.30 
1.44 
1.52 
1.54 
1.55 
1.55 
1.54 

= 3.00 in. 
Nu/Re 'A 

1.00 
1.00 
0.99 
0.96 
0.93 
0.88 
0.81 
0.70 
0.61 
0.43 
0.22 
0.35 
0.45 
0.58 
0.53 
0.53 
0.67 
0.76 
0.80 
0.87 
0.96 
1.02 
1.03 
1.04 
1.04 
1.03 

Tu = 
0/deg 

0 
5 

10 
20 
30 
40 
50 
60 
70 
80 
85 
90 
95 

100 
104 
110 
120 
130 
140 
150 
160 
170 
176 
180 

2.59% D 
Sh/Re'A 

1.99 
1.98 
1.97 
1.89 
1.82 
1.68 
1.46 
1.38 
1.09 
0.76 
0.88 
1.29 
1.89 
2.54 
2.84 
2.62 
2.21 
1.90 
1.72 
1.72 
1.89 
2.07 
2.12 
2.11 

C. Re = 
= 3.00 in. 

Nu/Re 'A 
1.33 
1.33 
1.32 
1.26 
1.22 
1.12 
0.98 
0.92 
0.73 
0.51 
0.59 
0.86 
1.26 
1.70 
1.90 
1.75 
1.48 
1.27 
1.15 
1.15 
1.26 
1.38 
1.42 
1.41 

125,000 
Tu = 

0/deg 
0 
5 

10 
20 
30 
40 
50 
60 
70 
80 
84 
90 
95 

100 
103 
110 
120 
130 
140 
150 
160 
170 
180 

3.42% D 
Sh/Re'A 

2.04 
2.02 
2.00 
1.94 
1.84 
1.74 
1.60 
1.43 
1.20 
0.79 
0.67 
1.05 
2.03 
3.14 
3.44 
2.96 
2.26 
1.80 
1.57 
1.62 
1.82 
2.03 
2.09 

= 4.05 ia. 
Nu /Re 'A 

1.36 
1.35 
1.34 
1.30 
1.23 
1.16 
1.07 
0.96 
0.80 
0.53 
0.45 
0.70 
1.36 
2.10 
2.30 
1.98 
1.51 
1.20 
1.05 
1.08 
1.22 
1.36 
1.40 

Tu = 
0/deg 

0 
5 

10 
20 
30 
40 
50 
60 
70 
80 
88 
90 
95 

100 
109 
110 
120 
130 
140 
150 
160 
170 
174 
180 

6.98% D 
Sh/Re'A 

2.26 
2.23 
2.20 
2.12 
2.02 
1.90 
1.76 
1.59 
1.38 
1.08 
0.83 
0.84 
1.16 
1.87 
3.40 
3.35 
2.65 
2.03 
1.60 
1.43 
1.54 
1.75 
1.79 
1.74 

= 3.00 in. 
Nu/ReV 

1.51 
1.49 
1.47 
1.42 
1,35 
1.27 
1.18 
1.06 
0.92 
0.72 
0.55 
0.56 
0.7S 
1.25 
2.27 
2.24 
1.77 
1.36 
1.07 
0.96 
1.03 
1.17 
1.20 
1.17 

Table 2 Local coefficient of mass (heat) transfer around a cylinder; 
Frossling's [9] theoretical calculation for laminar range 

0/deg 
0 
t> 

10 
20 
30 
40 
50 
60 

Tu = 0% 
Sh/Re'A 

1.41 
1.41 
1.40 
1.38 
1.33 
1.27 
1.18 
1.06 

Nu/ReV 
0.945 
0.945 
0.937 
0.923 
0.890 
0.853 
0.790 
0.710 

Table 3 Local coefficient of mass (heat) transfer at stagnation line of 
circular cylinders 

Re X 10- Tu ' TttRe'A Sh/Re'A Nu/lte'A 

75.0 
75.3 
75.3 

100.4 
100.7 
99.4 

124.9 
125.0 
125.3 

74.8 
100.1 
125.6 

1) 
0.15 
3.20 
7.20 
0.15 
2.84 
7.28 
0.20 
2.59 
6.98 

D 
3.67 
3.50 
3.42 

= 3.00 in. 
0.41 
8.75 

19.7 
0.48 
9.00 

23.0 
0.71 
9.15 

24.7 

= 4.05 in. 
10.0 
11.1 
12.1 

1.52 
1.84 
2.15 
1.54 
1.91 
2.37 
1.49 
1.99 
2.26 

1.84 
1.93 
2.04 

1.01 
1.22 
1.44 
1.03 
1.28 
1.58 
0.99 
1.33 
1.51 

1.23 
1.29 
1.36 

within 8 percent of the line fitted through the center of the data. 
Much of this tolerance can be attributed to errors in the paradi-
chlorobenzene property values and to direct errors of measure
ment. Similarly, the data given in Pig. 8 do not appear to be 
internally consistent owing to the absence of a uniform experi
mental technique among the various investigators. Thus the 
empirical correlation (10) of the existing data must be burdened 
with the rather large tolerance of ± 8 percent. 
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Fig. 8 Measurements for (he local rate of heat (mass) transfer at the 
stagnation line of cylinders in cross flow 
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D I S C U S S I O N 
A. M. Kuethe2 

In their discussion of the theory and experiments given by 
Smith and Kuethe in reference [10], the authors state " . . .the 

2 Aerospace Engineering Department, University of Michigan, 
Ann Arbor, Mich. 

theory describes the measurements of its authors reasonably 
well, b u t . . . it fails to conform to the general trend of the remain
ing body of data ." The theory referred to, as Messrs. Kestin 
and Wood are aware, is the only one extant; it contains only 
one empirical constant and it fits satisfactorily most of the experi
mental data of Fig. 8. The theory may require modification for 
Tu Re1/2 >20, though the data of Fig. 8 needs checking for high 
Tu E.ei/,! since the points in this range were taken (see Fig. 1 and 
Table 1) in the region where the distance from the grid is less 
than 10 mesh lengths; hence the turbulence would not be ho
mogeneous and its magnitude would vary greatly over the di
ameter of the cylinder. 

Amu S. Mujumdar3 and W. J. M. Douglas4 

The purpose of this discussion is to make a few observations 
based on the data of Kestin and Wood and our own results which 
are reported elsewhere [18]. Specifically, we observed during 
our study of the effects of free-stream turbulence on the stagna
tion point aud overall heat transfer from cylinders that the 
Frossling number could be correlated better in terms of a turbu
lence Reynolds number, R e r ( = / Re, where I is the fractional 
intensity of turbulence and Re is the nominal Reynolds number), 
rather than with the Smith and Kuethe parameter, I Re I / ! , which 
is based on a phenomenological hypothesis. This observation is, 
of course, difficult to justify physically. 

In view of our favorable experience with the use of the turbu
lence Reynolds number, we made a comparative analysis of the 
data under discussion. Specifically, a least-squares analysis of 
the data of Kestin and Wood for 3-in. cylinders (their Table 3), 
made without forcing the curve to pass through the Frossling 
value of Nii/Re'7^ = 0.945 for / = 0, yields the following correla
tions : 

1 With the Smith and Kuethe parameter (I Ke'/'!) 

Nu_ 

ReV» 
0.9762 + 0.0138 / (Re X 10- s) 'A--i .32 X IQ-VVRe)* 

(standard error = 0.0477) 
2 With Re,. ( = I Re) 

Nu 
— r , = 0.981 + 1.017 X 10-4 Re,. + 2.74 X 10~9 Re,.2 

Re >'' 
(standard error = 0.0329) 

The standard error increases if the curves are forced through 
N u / \ / R e = 0.945 for / = 0. 

I t is apparent that, for the case of the Kestin and Wood data, 
the comparison between the Smith and Kuethe parameter and 
the turbulence Reynolds number does not indicate a clear choice 
between the two. 

The use of Re,, as a correlation parameter appears to date from 
its use by Lavender and Pei [19] in the correlation of their data 
for spheres. However, very recently Gostowski and Costello 
[20] had only rather limited success when they used Re,- in cor
relating their data for stagnation-point heat transfer data for 
spheres. This may be due in part to the extremely high turbu
lence levels (up to 40 percent) employed to generate data for high 
values of Re,.. Under these conditions the free stream would be 
highly anisotropic and would contain discrete frequency fluctua
tions depending on the grid geometry aud the mean flow. Such 
streams may not be classified as truly turbulent. By contrast, 
our own heat transfer results showed that Re,, is a good correla
tion parameter for both the average and the stagnation-point 
heat transfer. Even including the above comparison based on 
the data of Kestin and Wood, the case for the use of the turbu
lence Reynolds number therefore remains unresolved. 

Also, we wish to point out that mass-transfer data may be in
fluenced by the rather small span-to-diameter ratio test models 
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4 Professor of Chemical Engineering, McGill University, Montreal, 
Canada. 
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Fig. 8 Measurements for (he local rate of heat (mass) transfer at the 
stagnation line of cylinders in cross flow 
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theory describes the measurements of its authors reasonably 
well, b u t . . . it fails to conform to the general trend of the remain
ing body of data ." The theory referred to, as Messrs. Kestin 
and Wood are aware, is the only one extant; it contains only 
one empirical constant and it fits satisfactorily most of the experi
mental data of Fig. 8. The theory may require modification for 
Tu Re1/2 >20, though the data of Fig. 8 needs checking for high 
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mogeneous and its magnitude would vary greatly over the di
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rather than with the Smith and Kuethe parameter, I Re I / ! , which 
is based on a phenomenological hypothesis. This observation is, 
of course, difficult to justify physically. 

In view of our favorable experience with the use of the turbu
lence Reynolds number, we made a comparative analysis of the 
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the turbulence Reynolds number does not indicate a clear choice 
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The use of Re,, as a correlation parameter appears to date from 
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lence levels (up to 40 percent) employed to generate data for high 
values of Re,.. Under these conditions the free stream would be 
highly anisotropic and would contain discrete frequency fluctua
tions depending on the grid geometry aud the mean flow. Such 
streams may not be classified as truly turbulent. By contrast, 
our own heat transfer results showed that Re,, is a good correla
tion parameter for both the average and the stagnation-point 
heat transfer. Even including the above comparison based on 
the data of Kestin and Wood, the case for the use of the turbu
lence Reynolds number therefore remains unresolved. 
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N. Y. 

4 Professor of Chemical Engineering, McGill University, Montreal, 
Canada. 
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used by Kestin and Wood. Morsbach [21] has shown that, in 
the subcritical region, there is no appreciable influence of the 
span-to-diameter ratio on the flow at the middle section of the 
cylinder. However, it has been shown by Achenbach [22] that 
for small values of span-to-diameter ratio (<3.0) in the critical 
region, the flow at the middle section is affected by the walls. 
Referring to Bearman's correlation [23] between the critical 
Reynolds number for cylinder and turbulence parameters, it 
would appear that any possible effect of the fiuite length of the 
cylinder would be limited to the large-diameter test model (4 in.) 
and the highest turbulence intensity (7.2 percent). I t is im
possible to assess the magnitude of this effect quantitatively with
out experimentation. I t may not exceed the level of experi
mental uncertainty. 

Further comments by Professor Kestin or his co-workers on the 
points raised in this discussion would be appreciated by all in
vestigators of these phenomena, particularly because his group is 
identified with so much of the present-day knowledge in this 
field. 

Additional References 
18 Mujumdar, A. S., and Douglas, W. J. M., "Some Effects of 

Turbulence and Wake-Induced Periodicity on Heat Transfer from 
Cylinders," paper presented at the 20th Canadian Chemical Engi
neering Conference, Sarnia, Out., Canada, Oct. ,1970. 

19 Lavender, W. J., and Pei, D. C. T., "The Effect of Fluid Tur
bulence on the Rate of Pleat Transfer from Spheres," International 
Journal of Heat and Mass Transfer, Vol. 10, 1967, pp. 529-539. 

20 Gostowski, V. J., and Costello, F. A., "The Effect of Free 
Stream Turbulence on the Heat Transfer from the Stagnation Point 
of a Sphere," International Journal of Heat and Mass Transfer, Vol. 
13, 1970, pp. 1382-1386... 

21 Morsbach, M., "Uber die Bedingungen filr eine Wirbelstrassen-
bildung hinter Kreiszylindern," dissertation, T. H. Aachen, Germany, 
1967. 

22 Achenbach, E., "Distribution of Local Pressure and Skin Fric
tion around a Circular Cylinder," Journal of Fluid Mechanics, Vol. 
34, 1968, p. 625. 

23 Bearman, P. W., NPL Aero Rept. 1296, National Physical 
Laboratory, Teddington, England, 1969. 

Authors' Closure 
We wish to thank our discussers for their comments, and we 

shall at tempt to answer their observations in turn. 
First, it was not our intention to disparage the theory of Smith 

and Kuethe; indeed, as Professor Kuethe notes, this is the only 
semiempirieal theory that fits satisfactorily most of the experi
mental data. (By comparison, the results of semiempirieal 
theory proposed by Kayalar [12] are inferior.) However, we did 
see the need to provide an empirical correlation of the data in 
order to estimate their consistency. 

The behavior of our experimental results for Tulle1''1 > 20 has 
clear support from the other heat- and mass-transfer measure
ments shown in Fig. 8. Thus, there is little reason to suspect that 
our grid I I I placement, which was slightly more than 10 mesh 
lengths (15 in.) from the stagnation line, biased the span wise uni
formity of our results. Furthermore, the grid in question con
sisted of horizontal rods whose axes were parallel with the axis of 
the cylinder, so that the free-stream turbulence was probably 
homogeneous in the span wise direction. In this connection, we 
should remark that almost all grid-generated turbulence is quite 
anisotropic, being at best homogeneous in planes parallel with the 
grid before the influence of the model takes hold. Fortunately, 
the turbulence energy (intensity), and not the scale, is the dom
inant variable. 

Still on the subject of our data, we neglected to mentioned that 
the 10-in. coated cylinder was fitted with tubular end adapters 
to form a composite cylinder equal in length to the shorter dimen
sion of our 22-in. X 32-in. test section. Hence, we observed some 
end effects near the edges of the coating, but they did not appear 
to influence the center-span mass transfer. One might also ques
tion the influence of blockage, except that the maximum blockage 
ratio was a tolerable 12 percent, and the agreement between the 
results for the 3-in. and 4-in. cylinders is within our experimental 
precision. 

We must agree with the conclusion of Mujumdar and Douglas 
that empirically it is not possible to define a clear choice between 
the Smith-Kuethe parameter and the turbulence Reynolds num
ber. (Apparently the latter was first utilized as a correlating 
parameter by Van Der Iiegge Zijnen [24].) Moreover, an ade
quate theory to describe the interaction of free-stream turbulence 
with the three-dimensional flow pattern might not substantiate 
the choice of either parameter. For example, our stability 
analysis [2] has revealed that the wavelength of the three-
dimensional motion is dependent on the -j-power of the wall shear-
stress rate, which, in turn, is influenced by the free-stream tur
bulence in a currently unknown manner. The amplitude of the 
motion also depends on the turbulence, and both the amplitude 
and the wavelength govern the transfer processes nonlinearly. 

In view of the unstable nature of two-dimensional stagnation 
flow, it is doubtful that the theoretical Frossling limit, N u / R e ' ! = 
0.945, can ever be realized in the laboratory. Therefore, follow
ing the above work of Mujumdar and Douglas, we would suggest 
that future empirical correlations allow the data and the fit 
criterion to determine the zero-turbulence heat-transfer co
efficient. 

Additional References 
24 Van Der Hegge Zijnen, B. G., Ap-pl. Sci. Res., Vol. A7, 1957, 

p. 205. 
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Local Non-Similarity Thermal 
Boundary-Layer Solutions 
A solution method is described and applied for treating non-similar thermal boundary 
layers. The solutions are locally autonomous {that is, independent of information from 
other streamwise locations) and are found by solving quasi-ordinary differential equa
tions of the similarity type. All non-similar terms appearing in the conservation equa
tions are retained without approximation, and only in derived subsidiary equations are 
terms selectively neglected. The accuracy of the results can be appraised from com
parisons internal to the method itself. Thermal boundary-layer non-similarity arising 
both from velocity-field, non-similarity and from streamwise variations of surface tem
perature are analyzed. Numerical results for the surface heat transfer and for the 
boundary-layer temperature distribution are presented for various physical situations. 

1, 
Introduction 

I HIS PAPER is concerned with thermal boundary-
layer problems which do not admit similarity solutions. Among 
the presently available approaches for treating such problems, 
the method of local similarity is perhaps the one most frequently 
employed, owing to its conceptual and computational simplicity. 
One of the especially attractive features of the local-similarity 
method is that the solution at a particular streamwise location 
can be found without having to perform calculations at upstream 
locations, that is, each solution is locally autonomous. A second 
advantage of this method is that the governing equations en
countered in the course of its application can be treated as ordi
nary differential equations and resemble those for similarity 
boundary layers. They can, therefore, be solved by employing 
well-established techniques. 

On the other hand, the local-similarity method has a serious 
drawback in that the results which it provides are of uncertain 
accuracy. This is because, in the application of the method, 
certain streamwise derivatives are discarded, and there is no 
positive way to establish the effect of these deletions on the final 
results. 

In the present paper, a method for obtaining locally non-
similar solutions for the thermal boundary layer is described and 
illustrated. The method preserves the attractive features of the 
local-similarity approach (locally autonomous solutions, quasi-
ordinary differential equations), while retaining all of the non-
similarity terms of the energy equation. Furthermore, com
parisons internal to the method itself serve as a means for 
estimating the accuracy of the results. 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOURNAL OP HEAT TBANSFER. Manuscript 
received by the Heat Transfer Division November 19, 1970. Paper 
No. 71-HT-L. 

Thermal boundary-layer non-similarity may result from a 
variety of causes. Perhaps the most common cause is the non-
similarity of the velocity boundary layer. In turn, there are 
various factors which may give rise to velocity boundary-layer 
non-similarity, among which are: (a) streamwise variations in 
the free-stream velocity, (6) surface mass transfer, and (c) trans
verse curvature. Also, the thermal boundary layer can be non-
similar even when the velocity boundary layer is similar, as will 
occur when streamwise variations in surface temperature, surface 
heat flux, or volume heat generation are not restricted to certain 
.simple forms. Thus, there are many classes of thermal bound
ary-layer non-similarity. 

The different classes of thermal boundary-layer non-similarity 
are governed by mathematical systems which differ in various de
tails one from the other. However, the solutions for the dif
ferent classes of problems by the present method all follow a com
mon line of attack. In the presentation that follows, considera
tion is successively given to thermal boundary non-similarity 
caused by various forms of velocity non-similarity and by stream-
wise variations in surface temperature. Specifically, the suc
ceeding sections of the paper deal with the solution of non-similar 
thermal boundary layers in the presence of surface mass trAnsfer, 
transverse curvature, streamwise variations of the free-tetream 
velocity, and streamwise variations of the surface temperature. 
The first section, which contains the exposition of the local-non-
similarity solution method, will be more detailed than the Subse
quent sections. 

Surface Mass Transfer 
Description of the Problem. Consider now a flat plate aligned 

parallel to a uniform free-stream flow (velocity [/„), with x de
noting the streamwise coordinate and y the transverse coordinate. 
I t is known that if there is surface mass transfer characterized by 
a transverse velocity vw then similarity solutions are 
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possible. Otherwise, the velocity boundary layer is non-similar. 
In particular, the case of uniform surface mass transfer gives rise 
to a non-similarity boundary layer. Furthermore, the errors in
curred by employing the local-similarity method are markedly 
greater for uniform injection (blowing) than for uniform suction. 
Therefore, consideration is given here to the flat plate with uni
form surface blowing. 

The starting point of the analysis is the conservation equations 
for constant-property, forced-convection boundary-layer flow 
over a flat plate 

du/dx + dv/dy = 0, udu/dx + vbii/dy = v'dhi/by'1 (1) 

udT/dx + vdT/dy = aWT/by* 

with boundary conditions 

y = 0: u = 0, v = v„„ 'J1 = 

y _ oo: u = U«„ T = Tm 

(2) 

(3) 

where vw is a constant. Since we are concerned here with thermal 
boundary-layer non-similarities which are caused by velocity 
non-similarities, the surface temperature will be restricted to the 
form 

T,„ - T, Ax* (4) 

such that X = 0 corresponds to uniform surface temperature. 
However, by making use of the principle of superposition, solu
tions for different X values can be employed to construct solutions 
corresponding to the distribution 

?' - Tm £ A^< 

Surface temperature variations other than those expressed by (4) 
and (5) give rise to thermal boundary-layer non-similarities. 
Such cases will be treated in a later section. 

Transformation of the Governing Equations. The first step ill the 
development of the solution method is to transform the problem 
from the x, y coordinate system to the £, rj system. The coordi
nate t), which involves both x and y, may be termed a pseudo-
similarity variable; it is chosen so as to reduce to a true similarity 
variable for boundary layers which are similar. On the other 
hand, £ is related to x alone and is so chosen that x does not ap
pear explicitly in the transformed conservation equations or 
boundary conditions. 

The purpose of the aforementioned transformation is to lessen 
the dependence of the solution on the streamwise coordinate. 
The transformation tends to remove the streamwise dependence 
associated with the natural growth of the boundary layer, such 
as occurs for similarity boundary layers.1 Therefore, the re
maining streamwise dependence is that due to the non-similarity. 

In accordance with the foregoing, t] and £ for the problem of 
uniform-surface mass transfer are chosen as 

yVujZvx, £ = (vw/U„)V2U„x/v (6) 

1 Indeed, after transformation, similarity boundary layers do not 
depend on the streamwise coordinate. 

The reduced stream function / corresponds to the thus-chosen ?/, 
and 8 is a dimensionless temperature, that is 

/(£, V) = t/V'2pxUa, 0(£, -q) = (T - 7'm)/(7',„ - Ta 

(7) 

With these, the conservation equations (1) and (2), with their 
boundary conditions, transform to 

/ '" + //" = £[/WA>£) - / 'W°£)] (8) 
r + £ = - £ [ d / / d £ ] at r) = 0, / ' (£ , 0) = 0, / ' (£ , » ) = 1 

( ' • ) ) 

(1 /Pr )0" + fd' - 2X/'0 = £[f(a0/d£) - 8'(df/m (10) 

0(£, 0) = 1, 0(£> » ) = 0 (11) 

where ' = d/drj and X is the exponent appearing in equation (4). 
The first of the boundary conditions (9) is responsible for the 
non-similarity of the velocity problem which, in turn, causes ther
mal boundary-layer non-similarity. 

Local Similarity. Before proceeding to the local-non-similarity 
solution method, it is useful to examine equations (8) through 
(11) from the standpoint of local similarity. According to this 
approach, the right-hand sides of equation (8), of the first of 
equations (9), and of equation (10) are postulated to be sufficiently 
small so that they may be approximated by zero. This gives 

/ ' " + / / " = 0; /(£, 0) = - £ , / ' (£ , 0) = 0, 

/ ' (£, a>) = 1 (12) 

(5) (1 /Pr )0" + fO' - 2\f'8 = 0; 0(£, 0) = 1, 

0(1 oo) = 0 (13) 

The quantity £ may be regarded as a constant parameter at 
any streamwise location. Thus, although t h e / ' " and 8" equa
tions are partial differential equations, they may be treated as 
ordinary differential equations and solved by well-established 
techniques appropriate to similarity boundary layers. The 
solution corresponding to any given £ value is independent of the 
solution at any other £. By assigning a succession of £ values, 
the streamwise dependence of the velocity and temperature fields 
can be determined. 

In order to justify the reduction of equations (8)—(11) to equa
tions (12) and (13) without requiring that £ be small, it must be 
assumed that the bracketed quantities appearing on the right-
hand sides of the former are negligible. The uncertainty as to the 
validity of this assumption is a weakness of the local-similarity 
method. 

Local Non-Similarity. In approaching the local-non-similarity 
solution of equations (S)-( l l ) , it is first convenient to eliminate 
the explicit presence of the £ derivatives of/ and 6 by defining 

</(£, v) = a//a& 4>& v) = &0/af d 4 ) 

After the substitution of these quantities, equations (S)- ( l l ) be
come 

/ ' " + / / " = i[f'g'~f"g] (8a) 

-Nomenclature-

/ 
g 
h 
h 

k 
N o , 

Pr 

<1 

R 

reduced stream function r 
^-derivative of / He, 
^-derivative of g T 
local heat-transfer coefficient, U 

3 / ( 2 - - 2 - ) _ . « 
thermal conductivity v 
local Nusselt number, hx/k x 
Prandtl number, v/a y 
local heat-transfer rate per unit a 

area r) 
cylinder radius 6 

radial coordinate 
Reynolds number, U^x/v 
temperature 
velocity a t edge of boundary layer 
streamwise velocity component 
transverse velocity component 
streamwise coordinate 
transverse coordinate 
thermal diffusivity 
pseudo-similarity variable 
dimensionless temperature 

X = 

v = 

£ = 

X 

exponent in wall-temperature 
variation 

kinematic viscosity 
transformed streamwise coordi

nate 

^-derivative of 8 

^-derivative of $ 

stream function 

wall-temperature grouping, equa
tion (45) 
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/ + f = - & at 7) = 0, / ' (£ , 0) = 0, / ' ( ? , «,) = 1 (9a) 

(1 /Pr )0" + / » ' - 2X/'0 = ?[/'</> - 0'fl] (10a) 

0(H,O) =• 1, 0(£, « ) = 0 (11a) 

Then, equations (8a) - ( l la ) are differentiated with respect to §, 
giving 

</'" + fg" - fg' + 'Af"g = ZPMW - f"g)] (15) 

2(7 + 1 = - £ [ t y / d £ ] at T; = 0, 

</'(?, 0) = 0, «?'(£, » ) = 0 (16) 

( l /Pr)aJ" + /<£' - (1 + 2\)f'4> + 2gd' - 2Xo'0 

= fta/W* - 9',?)] (17) 

0(f ,O) = 0, <«£, » ) = 0 (18) 

where terms explicitly involving £ derivatives are grouped on the 
right-hand sides. 

Equations (15)-(18) serve as auxiliaries to the conservation 
equations and their boundary conditions, equations (8a)-( l la) . 
T h e / and g functions appear in both equations (8a) and (15), so 
that they must be treated simultaneously. By the same token, 
the 6 and <j> functions are present in both (10a) and (17), neces
sitating simultaneous solution. 

To proceed, all terms in the conservation equations and their 
boundary conditions, equations (8a)- ( l la ) , are retained without 
approximation. In the auxiliary equations, it is postulated that 
the right-hand sides of equation (15), of the first of equations 
(16), and of equation (17) are sufficiently small so that they may 
be dropped. With this, the governing equations (8a), (9a), 
(15), and (16) for the velocity problem may be brought together 
as 

/ ' " + / / " = a / v - fg] (i9) 

«'" + fg" - fY + 2f"g = 0 (20) 

/(£, 0) = -Vif, g&O) = - V . , 

/ U 0) = g>(l 0) = «'(£, «.) = 0, /'(£, co) = 1 (21) 

When £ is regarded as a constant prescribable parameter at any 
streamwise location, then equations (19)-(21) may be treated as 
a system of ordinary differential equations and may be solved by 
the usual techniques for similarity boundary layers. 

In like manner, the governing equations (10a), (11a), (17), and 
(18) for the thermal boundary layer reduce to 

(1 /Pr )0" + f0' - 2\f'0 = £[/'<*> - 0'g] (22) 

U/Pr)4>" + W - (1 + 2X)/'c/> + 2g6' - 2\g'd = 0 (23) 

0(f, 0) = 1. 0(S, » ) = *(& 0) = 0(f, » ) = 0 (24) 

For a fixed £, equations (22)-(24) may be treated as a set of ordi
nary differential equations, with the velocity functions / and g 
as input. The 6, 4> system is readily solved by the same methods 
used for similarity boundary layers. 

The just-outlined non-similarity solution method preserves 
the two most attractive features of the local-similarity method, 
that is, (a) the solution at any given £ is independent of that at 
any other £ and (6) the resulting equations can be solved as if they 
were ordinary differential equations of the similarity type. Fur
thermore, the local-non-similarity approach retains all terms in 
the momentum and energy equations, as is evidenced in equations 
(19) and (22). Terms are deleted only from subsidiary equations 
(that is, from the g and <j> equations). This is in contrast to the 
local-similarity method, where terms are deleted from the mo
mentum and energy equations themselves. On this basis, it is 
expected that the local-non-similarity method should yield more 
accurate results than those from local-similarity solutions. 

I t may be noted that although the solution for the velocity 
problem provides information for both the / and g functions, it is 

only / and its derivatives that are physically relevant (for in
stance, «/{7m = / ' ) • In like maimer, from the thermal boundary-
layer solutions for 6 and <j>, only the former is of interest. 

The form of the local-non-similarity method that has been de
scribed thus far will be referred to as the two-equation model. 
This terminology derives from the fact that the velocity and 
thermal boundary-layer problems each involve the solution of 
two simultaneous equations. The two-equation model is the 
first stage in a succession of locally applicable multi-equation 
systems which are expected to provide increasingly more accurate 
results. The three-equation model will now be briefly de
veloped. For conciseness and because the thermal boundary 
layer is of primary interest here, only the governing equations for 
the temperature field will be derived. As was already demon
strated in the case of the two-equation model, the derivations of 
the governing equations for the velocity and temperature bound
ary layers follow the same pattern. 

To proceed, one differentiates equation (17) with respect to £, 
introducing the new functions 

h = do/df = d2//c>£2, x = <><£/d£ = <>20/d£» (25) 

The terms which explicitly involve £ derivatives are grouped on 
the right-hand side and are found to be £[d2/£>£2(/'<t> — 0'g)]. 
I t is now postulated that this quantity is small enough to be ap
proximated by zero. On the other hand, all terms in the energy 
equation (10a) and in the <j>" equation (17) are retained without 
approximation. This yields the following set of three differential 
equations and boundary conditions 

(1 /Pr )0" + f6' - 2\fO •= £[f'4> - 0'g] (26) 

( 1 / P r ) * " + W - (1 + 2\)f'4> + 2g0' - 2Xg'd 

= Sto'0 + f'x - 4>'g - O'h] (27) 

( l / P r ) X " + fx' - (2 + 2X)/ 'X - (2 + 4X)fir'0 

+ Ag<t>' + Shd' - 2\h'd = 0 (28) 

0(f ,o) = i, 0(£, » ) = <M£,o) = <t>a, co) 

= X(&0) = X(£, » ) = 0 (29) 

Once again, at a fixed £, equations (26)-(29) can be treated as 
a coupled set of ordinary differential equations of the similarity 
type. In deriving this system, terms were deleted in an equation 
which is secondarily subsidiary to the energy equation, but the 
energy equation itself and the first subsidiary equation are both 
intact. Since the truncation of the system of equations is now 
twice removed from the energy equation, it is expected that re
sults from the three-equation model should be more accurate than 
those from the two-equation model. 

An indication of the accuracy of the results can be obtained by 
comparing the findings from the successive equation systems (i.e., 
local similarity, two-equation model, etc.). For instance, if the 
results obtained from the two-equation model are essentially 
identical to those from the three-equation model, then high ac
curacy can be assumed to exist. 

Numerical Solutions and Results. The governing equations for 
local similarity and for the two- and three-equation local-non-
similarity models have been solved for the case of an isothermal 
surface, X = 0 in equation (4), and for Pr = 0.7. The solutions 
cover the range of (vJU„)Vumx/v (= £ / V 2 ) from 0 to 0.5. 
The heat-transfer results from these solutions may be represented 
in terms of a local heat-transfer coefficient h, local Nusselt num
ber Nux, and local Reynolds number Re.,.. 

h = q/(Tu - r „ ) , N o , = hx/k, Rex = U„x/v (30) 

From Fourier's law, q = — (ki>T/dy)o, in conjunction with equa

tions (6) and (7), it follows that NujVnex = - 0 ' ( £ , 0 ) / \ / 2 . 
The heat-transfer results are plotted in Fig. 1. I t is seen from 

the figure that the curves representing the two- and three-equa
tion models are virtually coincident, except for small deviations 
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Fig. 1 Heat-transfer results, flat plate with uniform surface mass transfer 

at the larger abscissa values (i.e., at higher blowing rates). This 
near-congruence suggests that the results are highly accurate. 
Indeed, prior experience with velocity boundary-layer problems 
has affirmed, on the basis of comparisons with available nu
merically exact solutions, that close agreement between the two-
and three-equation models is a certain indication of high ac
curacy [ l ] . z In contrast to the results from the local-non-
similarity method, those based on local similarity are low and are 
seriously in error at the larger blowing rates. 

I t does not appear that there are either finite-difference or dif
ference-differential solutions available for comparison with those 
found here. A series solution, expanded in powers of xx^-, has 
been performed by Wanous [2]. The heat-transfer results from 
that solution, shown as a dashed line in Fig. 1, are in excellent 
agreement with those from the three-equation model. This 
level of agreement is somewhat unexpected, since such series 
solutions often diverge rapidly, away from the immediate neigh
borhood of x = 0. 

Although numerically exact heat-transfer results do not appear 
to be available in the literature for the problem under considera
tion, finite-difference solutions for the corresponding velocity 
problem have been published. A comparison given in reference 
[1] shows that the friction-factor results from the three-equation 
model are essentially coincident with those from the finite-dif
ference solutions over the range of (vw/Ua)V U^x/p considered. 
This outcome lends confidence to the local-non-similarity solu
tion method. 

Temperature profiles for the flat plate with uniform blowing 
are apparently unreported in the literature. Such profiles, given 
directly by the present solutions as 8 = (T — ?' )/(JT„, — T„), 
are plotted in Fig. 2. These profiles are from the three-equation 
model. The successive profiles are increasingly S-shaped, a 
trend which also occurs for similarity blowing (i.e., vw ~ x~1^-). 

Transverse Curvature 
The boundary-layer flow longitudinal to the surface of a circu

lar cylinder (radius R) situated in a uniform free stream is af
fected by transverse curvature3 and is, therefore, non-similar. 
In terms of x, r cylindrical coordinates, the relevant boundary-
layer equations are 

2 Numbers in brackets designate References at end of paper; ref
erence [1] deals with non-similar velocity boundary layers without 
heat transfer. 

3 That is, curvature of the surface in a plane transverse to the 
stream wise direction. 

/ Ug, 

Fig. 2 Boundary-layer temperature profiles, flat plate with uniform 
surface mass transfer 

d/bx(ru) + d/dr(rv) = 0, 

ubu/dx + vdu/dr = (p/r)[d/dr(rdu/dr)\ (31) 

iidT/dx + vdT/dr = (a/r)[d/dr(rdT/dr)] (32) 

The presence of the various factors of r is, mathematically speak
ing, responsible for the non-similar nature of the problem. 

The first step in the local-non-similarity analysis is the trans
formation from x, r to £, rj. For this purpose, it is convenient to 
use the £, ij variables first suggested by Seban and Bond [3] in 
connection with a series solution. 

V = [(r2 - R')/4R]Vujvx, £ = (4./R)VPX/U„ (33) 

M, V) = WnVrthx, 0(£, r,) = (T - T„)/(TU - 7' ) (34) 

For small x, where the boundary layer is very thin, (r2 — R2)/4R 
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Fig. 3 Heat-transfer results, cylinder in longitudinal flow 

A j a r (r2-R2) 
•J vx 4R 

Fig. 4 Boundary-layer temperature profiles, cylinder in longitudinal 
flow 

->- y/2, with y = (r — B), so that 17 reduces to a true similarity 
variable. 

The subsequent development is focussed on the energy equa
tion, the transformation of which yields 

(1/Pr)[(l + nW\' + ft' = £[/'</> - O'g] (35) 

with boundary conditions #(£, 0) = 1 and 0(£, <») = 0. The g 
and cj> variables, respectively, represent 5//d£ and d(?/c>£, as be
fore. Equation (35) pertains specifically to uniform wall tem
perature, but is readily generalized to accommodate the power-
law variation (4). 

The governing equation for local similarity is arrived at by 
dropping the right-hand side of (35), giving 

(1 + i?f)0" + (f + Pr/)0' = 0, 0(£, 0) = 1, 0(£, ») = 0 
(36) 

To derive the two-equation model, equation (35) is differentiated 
with respect to £ and the term £[d/d£(/'<£ — d'g)\ is deleted. 
Then, taking the complete energy equation (35) together with the 
thus-derived <j>" equation, one has 

(1 + i j f)0" + (f + Pr/)6" = Pr £[ /> - 6'g] J (37) 

(1 + ,,£)*" + (f + P r / ) f - Pi1 / ' * + >?0" 

+ (1 + 2 Pr </)(?' = 0 (38) 

*(f, 0) = 1, 0(f, « ) = </>(?, 0) = </>(£, a.) = 0 (39) 

The three-equation model consists of equation (35), or, 
equivalently, equation (37), the complete 4>" equation obtained 
by differentiating equation (35) with respect to £, the %" equa
tion obtained by two successive £ differentiations of (35) and 
deleting £[dVd§2(/'# ~ Q'o)\i ™d boundary conditions which 
include those of equation (39) plus x(£> 0) = x(£> » ) — 0. As 
before, x = d20/d£2. The statement of the governing equations 
for the three-equation model will be omitted to conserve space. 

Numerical solutions for the local similarity model and for the 
two- and three-equation local-non-similarity models have been 
carried out for Pr = 0.7 and for a number of discrete f values 
between 0 and 4. The local heat-transfer results, represented in 
terms of the parameters defined in equation (30), are evaluated 
from the solutions through the relation Nu^/V Re,, = — 0'(£, 0)/2. 
The results thus obtained are plotted in Fig. 3. Inspection of the 
figure shows that the two- and three-equation models are in ex
cellent accord, the greatest deviation between the curves being 
less than 1 percent. As was previously discussed, this near-
coincidence is an indication of high accuracy. The local-
similarity solutions were terminated at £ = 2, at which point the 

value was about 6 percent less than that of the three-
equation model. 

Within the knowledge of the authors, neither finite-difference 
nor difference-differential results are available for comparison 
with those of Fig. 3. A series solution, originally derived by 
Seban and Bond [3], has been extended to four terms and re
fined by Wanous [2]. A three-term series solution in terms of a 
somewhat different expansion parameter has also been reported 
by Eshghy and Hornbeck [4]. Heat-transfer results from 
Wanous' series solution are shown as a dashed line in Fig. 3, 
where they appear to be of satisfactory accuracy in the range from 
f = 0 to £ = 1, but diverge rapidly thereafter. I t may also be 
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noted tha t an interpolation formula provided by Eshghy and 
Hornbeck falls between the curves representing the two- and 
three-equation models for the entire abscissa range of Fig. 3. 

Representative temperature profiles at selected streamwise 
locations are presented in Fig. 4. The most evident trends with 
increasing downstream distance are the substantial growth in the 
thermal boundary-layer thickness and the increase in dd/dr] at 
the surface. 

Streamwise Variations of Free-Stream Velocity 
I t is known that variations of the free-stream velocity that are 

proportional to x" admit similarity velocity boundary layers, 
whereas other streamwise variations give rise to velocity bound
ary-layer non-similarity and, correspondingly, to thermal bound
ary-layer non-similarity. The analysis of such thermal boundary 
layers will now be outlined. In the analysis, surface temperature 
distributions will be restricted to the power-law form, equations 
(4) and (5). 

The conservation equations appropriate to the class of problems 
under consideration are expressed by (1) and (2), modified by 
the addition of the term U(dU/dx) to the right-hand side of the 
momentum equation. The corresponding boundary conditions 
are 

y = 0: u = v = 0, T = T,„; y - * °° -. u = U, T = Ta 

(40) 

There are a number of candidate transformations (x, y -*• £, 7?) 
which are available for initiating the local-non-similarity solution 
for the velocity boundary layer. In reference [1], it was found 
that the Gortler-Meksyn transformation was highly effective for 
this purpose. I t is expected that this same transformation 
would be equally effective for non-similar thermal boundary 
layers in the presence of isothermal bounding surfaces. How
ever, this transformation is cumbersome to use for non-isothermal 
surfaces. Rather, in such cases, it is expeditious to employ 

ij = yVWjZvx, £ = x/L, /(£, t)) = \[t/V2vx~U, 

6{iv) = (T - r„ ) / ( r ,„ - T„) (4i) 

where L is any convenient reference length. 
The application of (41) to the energy equation yields 

(1/Pr)0" + (0 + l)/0' - 2\f'0 = 2 j [ f <t> - 6'g] (42) 

with boundary conditions 0(£, 0) = 1 and 0(£, °°) = 0. The 
velocity functions / and g depend parametric-ally on the quantity 
/3(f) = (x/V)(dU/dx). 

The derivation of the governing equations for the local-similar
ity and local-non-similarity methods proceeds as before. For 
local similarity, equation (42), with the right-hand side replaced 
by zero, is to be solved subject to the given boundary conditions. 
The two-equation model consists of the complete equation 
(42) plus a <j>" equation derived by differentiating equation 
(42) and deleting f [d /d£ ( / ' 0 — d'g)], with boundary condi
tions expressed by (24). And so forth and so on. These equa
tions are similar in form to those displayed earlier in the paper 
and are, therefore, omitted in the interest of a more concise pre
sentation. Inasmuch as f and j3 appear as parameters, each 
specific U(x) distribution requires specific numerical treatment. 

Streamwise Variations of Surface Temperature 
In the classes of problems examined in the earlier portions of 

the paper, the thermal boundary-layer non-similarity was caused 
by non-similarities in the velocity field. Now, attention is turned 
to thermal boundary-layer non-similarity which results from 
streamwise variations of surface temperature. As was already 
noted, only power-law surface temperature variations, equations 
(4) and (5), admit similarity. 

In the treatment that follows, the velocity boundary layer will 
be taken to be similar, with the free-stream velocity being ex
pressed as U ~ x". Suitable velocity similarity variables are 

r? = ijVu/2vx, f(v) = ^/V2vxU (43) 

in which it is emphasized t h a t / i s now a function of ?7 alone. 
The transformation of the energy equation (2) and its boundary 

conditions may now be carried out, with the result that 

(1 /Pr )0" + (co + l ) /0 ' - 2fl/'0 = 2£[/ '&0/&a 

0(5,0) = 1, 0(£, <*) = 0 (44) 

where 

f = x/L, 0(£, r,) = (T - T^/{TW - T„), 

fl(f) = x(dTJdx)/(Tw - TJ (45) 

The streamwise variation of the surface temperature is contained 
in fi. For the power-law temperature variation expressed by 
equation (4), 0 = A = constant, so that 0 = 0(J?) and the right-
hand side of the 0 " equation is identically zero. I t is apparent 
that the power law is the only distribution for which fl is a con
stant. 

The local-similarity form of the problem is arrived at by delet
ing the right-hand side of the 0 " equation. For the two-equa
tion model, a derivation paralleling those of earlier problems 
(but now noting t h a t / i s independent of £) yields 

(1 /Pr )0" + (co + l ) /0 ' - 2fl/'0 = 2£/'<£ (46) 

(1/Pr)<£" + (w+l)/4>' - (2 + 2fi)/ '$ - 2(dn/d£)f'6 = 0 

(47) 

with 4> — d0/d£ and boundary conditions expressed by (24). 
And so on and so forth for the three-equation model. 

The velocity functions / and / ' correspond to a specific nu
merical value of the quantity to (recall that U <~ xa). For the 
local-similarity solution of the thermal boundary layer, O enters 
as a ^-dependent parameter. In the case of the multi-equation 
models, e.g., equations (46) and (47), numerical values of Q and 
its derivatives, as well as of £ itself, must be introduced as input 
data. Therefore, each specific surface temperature variation re
quires specific numerical treatment. 

Concluding Remarks 
I t has been the objective of this paper to describe and apply a 

method for obtaining locally non-similar thermal boundary-layer 
solutions. A basic feature of the method is that the non-similar 
terms in the conservation equations are retained without ap
proximation, while only in auxiliary equations are terms selec
tively deleted. The thus-derived governing differential equations 
can be applied at any streamwise location without recourse to 
information from other streamwise locations. Solutions can be 
carried out by treating the governing equations as ordinary dif
ferential equations. 

In the paper, the method was applied to several different types 
of thermal boundary-layer non-similarity in order to establish the 
general line of attack. The heat-transfer information presented 
herein suggests that the solution method is capable of providing 
accurate results. Comparison of the present heat-transfer results 
with those from finite-difference or difference-differential solu
tions would have afforded a more definitive appraisal of ac
curacy; however, such solutions were not found to be available in 
the published literature. In this connection, mention might be 
made of various comparisons presented in reference [1], where 
velocity-field solutions were obtained by the local-non-similarity 
method. There, friction-factor comparisons with finite-difference 
and/or difference-differential solutions indicated that the local-
non-similarity method provides results of high accuracy at all 
streamwise locations except those near a point of separation. 
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Experiments on the Onset of Longitudinal 
Vortices in Laminar Forced Convection 
Between Horizontal Plates 
An experimental investigation is carried out to determine the onset of longitudinal 
columnar vortices due to buoyant forces for fully developed laminar forced convection 
between two infinite horizontal plates, each wall subjected to identical uniform axial 
temperature gradient but maintained at temperatures T\ and T2 (7 \ > T2, 7\ < T2, 
and Ty = T2) at lower and upper surfaces, respectively. The limiting case with vanish
ing axial temperature gradient and heating from below (Ti > T2) is known to have a 
critical Rayleigh number of 1708 and is used to check the accuracy of the testing ap
paratus. The onset of secondary flow is determined by a direct flow-visualization tech
nique using cigarette smoke, and confirmed by a transverse temperature-profile measure
ment using a single thermocouple traverse. Experimental results for the critical 
Rayleigh number are compared with theory and the agreement is found to be good. 

Introduction 

T, I HE EFFECT of buoyancy forces on fully developed 
laminar forced convection in horizontal rectangular channels 
under the thermal boundary conditions of axially uniform wall 
heat flux and peripherally uniform wall temperature was studied 
by Cheng and Hwang [1]x for various aspect ratios. I t was found 
that as the aspect ratio (horizontal width divided by vertical 
height) increases, the eyes of a pair of vortices move toward the 
shorter vertical side walls. Consequently, the effect of secondary 
flow is negligible as the aspect ratio approaches infinity, but in 
reality a thermal instability problem [2] concerned with the onset 
of longitudinal vortex rolls arises. 

For horizontal fluid layer subjected to an adverse temperature 
gradient with the lower surface temperature Ti higher than the 
upper surface temperature Ti, the system is potentially unstable 
because of its top-heavy situation, and the onset of convection is 
marked by the critical value of the Rayleigh number. For hori
zontal fluid layer, the system is theoretically stable if the upper 
surface is maintained at higher temperature than that at the lower 
surface, namely, T2 > 1\ . However, with the main flow between 
two infinite horizontal plates subjected to uniform axial tempera
ture gradient, and the fluid temperature lower than both Ti and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 
15-18, 1971. Manuscript received by the Heat Transfer Division 
January 21,1971. Paper No. 71-HT-l. 

1\, the region near the lower surface will be subjected to an ad
verse temperature gradient regardless of either Ti > Ti or Ti < Ti, 
and the system is potentially unstable. 

A theoretical investigation [2] was carried out recently to 
determine the conditions marking the onset of longitudinal 
columnar vortices or rolls due to buoyant forces in a fully de
veloped laminar forced convection between two infinite horizon
tal parallel plates, see Fig. 1. The thermal boundary condition of 
uniform axial temperature gradient was considered for the cases 
Ti > Ti, J \ = Ti, and 1\ < 1\. The analysis [2] based on 
Boussinesq approximation shows that the onset of longitudinal 
vortices or rolls (critical Rayleigh number) in laminar forced 
convection between two horizontal infinite parallel plates depends 
on the dimensionless parameter jj, and Prandtl number. The 
Rayleigh number and the characteristic parameter fj. are defined, 
respective!}^ as [2] 

Ra = gPATht/vK 

H = Uerh/AT 

For the limiting case with 7\ = Ti (or AT 
Ra3'leigh number is defined as 

RaT = IJPTW/VK 

0, M 

(1) 

>), the 

(2) 

Recently, Mori and Uchida [3] carried out a theoretical and 
experimental study on the effect of longitudinal vortex rolls on 
forced-convection heat transfer between horizontal plates where 
the lower plate is heated isothermally and the upper plate is 
cooled isothermally. More recently Sparrow and Husar [4] re-
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Fig. 1 Configuration and coordinate system 

ported an experimental investigation on the occurrence and the 
characteristics of longitudinal vortices superposed upon the 
natural-convection main flow on an inclined plate. Experi
mentally, the longitudinal vortices were observed by Terada and 
Tamano [5], Mori and Uchida [3] in Poiseuille flow, and by 
Chandra [6] and others in plane Couette flow, all heated from 
below. Theoretically, the longitudinal vortex rolls (Taylor-
Goertler vortices) were observed in forced-convection boundary-
layer flows on concave walls by Gortler [7] where the vortices arise 
from the destabilizing effect of the centrifugal forces due to the 
concavity of the wall, and by Gortler [8] and Kirchgassner [9] 
where a buoyancy-force component normal to a wall was shown to 
have a similar effect on a forced-convection main flow. 

In the present experimental investigation, the onset of longi
tudinal vortex rolls for the fully developed laminar forced convec
tion between two horizontal flat plates subjected to uniform axial 
wall temperature gradient is studied for air in order to verify the 
theoretical results reported in [2]. 

Experimental Apparatus and Procedure 
The schematic diagram of the testing apparatus is shown in 

Fig. 2. Air from a centrifugal blower (or air tap) passes through 
a settling chamber and enters a horizontal rectangular channel 
with a cross section of 11 X 1 in. in one series of tests and 11 X 
Vs in. in another series of tests. The test section is constructed 
of two mirror-like brass plates (6 X 1 X Vs in.) with side walls 
made of marinite insulator. In order to insure uniform surface 
heating, the heating elements and the brass plates are separated 
by a Vis-in-thick aluminum plate. ' The heating elements consist 
of 0.008 X Vs-in. Nikrothal tape wound around Vie-m-thick mica 
sheet with a pitch of 3/s in. and the electrical insulation is provided 
by ViB-in-thick mica sheets. The heaters for each plate are 
subdivided into 13 segments in the direction of the main flow with 
each segment consisting of one main heater and two guard heaters, 
one on each side. Two large-capacity voltage controllers are used 

METERING , F l n i . i r r w A t , f l F P 

DRIFICF S t l l l l N b CHAMBER 
-<- -36—s-H—24 ~ 

-=% 
THERMAE 
INSULATOR 
ILLUMINATING 
SLITS 

LCROSS SECTION 
l l o . i rMl 

Fig. 2 Schematic diagram of experimental apparatus (unit: in.) 

to regulate the temperature difference between the upper and 
lower plates, with each heater being controlled individually by 
the voltage controller. The surface temperature of the flat plates 
is measured by iron-constantan thermocouples (0.01 in. diameter) 
embedded in the brass plates and electrically insulated to mini
mize the electrical noise on the temperature-recording system. 

The flow rate of air is measured by providing a metering orifice 
as shown in Fig. 2 and pressure difference is measured by a Chat-
tock-type manometer. The metering system is calibrated by a 
rotary-type gas meter with an error of approximately 0.5 percent. 
Throughout the experiment the Reynolds number was generally 
kept below 100 in order to eliminate the growth of any un
desirable disturbances which might be caused by possible irreg
ularity of the flow passage. 

Initially an at tempt was made to inject cigarette smoke 
through a 1/at-ia. slit placed underneath and along the channel 
width at the inlet of the test section and determine the onset of 
secondary flow by direct flow visualization at the exit of the 
channel. I t was found that the smoke injection has no effect on 
the fully developed velocity distribution. This observation is 
similar to that reported in reference [3] where heavier paraffin 
smoke was used. Although the ratio of smoke flow rate to the 
main air flow rate was estimated to be less than the order of 0.01, 
the smoke particles tended to creep along the lower test plate and 
developed a smoke layer which might increase the density of the 
air near the lower plate. The increase of density near the lower 
plate has a stabilizing effect on the main flow and this is consid
ered to be undesirable for the experiment. 

I t was then decided to place the slit of the smoke chamber a t 
the upper plate right opposite the one tried earlier. This time the 
thin smoke layer developed near the upper plate tended to come 
down as it moved along the main flow. The heavier smoke 
particles moving downward toward the lower plate seem to have 
the undesirable effect of destabilizing the main flow and as a con
sequence tend to decrease the critical value of the Rayleigh 
number. For the purpose of observing the secondary flow pat
tern and its intensity for the post-critical Rayleigh number 
regime, the procedures described above are quite satisfactory. 
In order to eliminate the undesirable effect of stabilizing or 
destabilizing the main flow by injecting the cigarette smoke at the 
inlet of the test section, the smoke generator was finally located at 
some distance ahead of the metering orifice as shown in Fig. 2. 
This arrangement yields uniform smoke distribution at the inlet 

-Nomenclature-
a = wave number, 2irh,/\ 
g = gravitational acceleration 
h = height of horizontal rectangular 

channel 
Pr = Prandtl number, V/K 
Ra = Rayleigh number, gftATh3/vK 

R a r = Rayleigh number, gjirh^/vK 
Re = Reynolds number, Uoh/2v 

T = temperature 

Tm = average temperature at 2 = 7i/4 
Tm = wall temperature 
V = velocity in the x direction 

Uo = maximum velocity in the unper
turbed flow 

x, y,z — rectangular coordinates 
(1 = coefficient of thermal expansion 

AT = temperature difference between 
two plates, Ti — Ti 

K = thermal diffusivity 

\ = wavelength of vortex rolls 

H — characteristic parameter, Rer/t / 
AT 

v = kinematic viscosity 

r = uniform axial temperature gra
dient for two plates 
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Fig. 3 Comparison of experimental data with theoretical velocity dis
tribution at y = 0 wi th h = 1 in. and Re = 160 
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Fig. 4 Comparison of experimental data wi th theoretical velocity dis
tribution along transverse direction y at z/h — 0.5 wi th h = 1 in. and 
Re = 160 

of the test section and it is believed that the undesirable effect of 
smoke supply in determining the critical value of the Rayleigh 
number by flow visualization is successfully eliminated. This 
observation is confirmed by the experimental verification of the 
well-known critical Rayleigh number of 1708 for the limiting case 
of ix = 0 and the determination of the critical ReRaT by trans
verse temperature measurement for the case of |ju| = co which will 
be described later. I t can now be said that the smoke system 
developed in this investigation is quite satisfactory for the present 
rather intricate experiment. I t may also be of interest to note 
that the cigarette smoke was chosen for this experiment because 
of its smallest particle size among the many smoke sources avail
able. 

In one series of tests with the channel height h = 1/i in., the 
upper plate has either heating element or water cooling system. 
The latter consists of nine independently controlled segments 
arranged in the direction of main flow. For a given value of the 
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Fig. 5 Comparison of experimental data with theoretical temperature 
distribution at y = 0 with Re = 140, h = 1 in. , T = 1.85 deg F/in.; T,„ 
= 85.6 deg F at x = 62 in. 

Reynolds number and a channel height h, an examination of the 
characteristic parameter jj, = Rerh/AT shows that the value of 
the parameter /j. can be increased by adjusting either the axial 
temperature gradient r or the temperature difference AT between 
the upper and lower plates. However, there is an upper limit to 
the value of the axial temperature gradient r to be imposed since 
in the theoretical analysis [2] the property values are all con
sidered to be constant except for the density in the buoyancy term 
(Boussinesq approximation). One also notes that for a given 
channel height h and a fluid such as air, the only way one can raise 
the value of the Rayleigh number is by increasing the tempera
ture difference AT between two plates. Consequently, with the 
channel height h = 1/i in. it was found that the value of the 
characteristic parameter jx cannot exceed around 10. However, 
this channel was found to be quite satisfactory for the experi
ments with ix = 0 and positive Rayleigh number for ii < 10. 

In another series of tests, the channel height was raised to h = 1 
in. with the upper plate having heating elements only. This 
modification enables one to carry out the experiment at higher 
values of the characteristic parameter /x and is found to be very 
satisfactory for the case /x = 0 and the case of negative Rayleigh 
number. 

Experimental Results and Discussion 
In order to confirm fully developed laminar flow at the test 

section, measurements using hot-wire anemometer (diameter of 
platinum wire = 5^t) for the velocity profile in the central vertical 
direction were made at distances 57, 62, and 67 in. from the 
entrance of the channel without heating at either upper or lower 
plate. The data are shown in Fig. 3 along with the theoretical 
plane Poiseuille profile. Since a flow between two infinite hori
zontal parallel plates is simulated by a horizontal rectangular 
channel with finite aspect ratio, the extent of the influence of the 
two side walls must be ascertained. For this purpose the trans
verse velocity profile through the center of the channel was also 
measured and a typical result is compared against the theoretical 
curve for the rectangular channel in Fig. 4. Both Figs. 3 and 4 
show clearly that the velocity distribution is fully developed at 
the measuring stations even at a relatively high Reynolds number 
of 160. Consequently, with lower Reynolds number one is further 
assured of the fully developed laminar flow regime. I t is also seen 
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Fig. 6 Secondary flow patterns for the case}J = 0 ond h in.

that a fairly wide central part of around 7h with h = 1 in. may
be considered as fully developed Poiseuille profile for the parallel
plate channel. One can conclude that hydrodynamically the
aspect ratios of the rectangular channel used are sufficiently large
to simulate plane Poiseuille flow in the central region of the chan
nel.

In addition to confirming hydrodynamically fully developed
laminar flow, the thermally fully developed temperature field was
also ascertained by temperature measurements at several axial
stations, and typical results of the temperature measurements in
the central vertical direction are shown in Fig. 5 for the thermal
boundary conditions of 1'1 = 1'2 and uniform axial temperature
gradient of 1.85 deg F lin. The curve in Fig. 5 represents the
theoretical result for plane Poiseuille flow, and it is seen that the
agreement with experimental data is good. It is further noted
that the lineal' temperature distributions in the axial direction for
both upper and lower plates were quite satisfactory.

Based on the theoretical result for isothermals of perturbation
temperatme shown in Fig. 6 of reference [2], it is estimated that
the maximum temperature fluctuatiOli would occur approximately
at z = hl4 from the bottom plate surface. Cons'equently, trans
verse temperature measurements were made at z = hl4 in the
central region of the channel. For the purpose of flow visualiza
tion and photographing the flow pattern from the exit of the
channel, the test section was illuminated by light sources provided
by two conventional slide projectors placed 1 ft distant from the
two transparent mica side slits of '/8-in. width located 9 in. from
the exit. The photographs of the flow patterns were taken on
plus-x film using an aperture f = 5.6 and shutter speed of ';'5 sec.
at a distance of about 3 ft from the exit of the test section. Prints
were made on F3 contrast grade paper. Temperature measure
ment was made using two-dimensional traversing mechanism for
a thermocouple with diameter of 0.01 in. under smoke-free
conditions.

In this investigation the experiment was done for the following
four cases:

1 The characteristic parameter J.I. = 0 or T = 0 and 1', > 1'2
with Re rO O. This case was specifically designed to check the

accmacy of the testing apparatus by utilizing the well-known
critical Rayleigh number of 1708 regardless of the presence of
forced flow. One notes that the variation of Reynolds number
has no effect on the onset of secondary flow. However, at ex
tremely low Reynolds number, the longitudinal vortices may
disappear.

2 The case J.I. > 0, Ra > 0 (7\ > 1'2), and T = constant. The
data for this case were obtained from the channel with height h =

'12 in. and the magnitude of the parameter J.I. was limited to less
than around 7 because of the limitation imposed by the height of
the channel as explained earlier.

3 The Rayleigh number is negative (1'2> 1'1) and T = con
stant. The range of the characteristic parameter used was - 6 >
J.I. > - 60. This case of negative Rayleigh number allows one to
traverse the stable, neutral, and unstable regions by simply vary
ing the Reynolds number. The data for this case were obtained
from the channel with h = 1 in. only.

4 The limiting case of IJ.l.I- 00 with the top and bottom plates
being kept at the same temperature and T = constant.

The experimental results on the determination of the critical
Rayleigh number for the foregoing four cases will be explained
next. For case 1 with vanishing axial temperature gradient, the
eigenvalue problem concerned with the onset of the vortex rolls
is independent of the fully developed velocity profile and the
problem is identical to that solved by Pellew and Southwell [10].
Four different flow patterns of the vortex rolls for the channel with
h = 1 in. and Ra = 4160 are shown in Fig. 6 in the order of in
creasing Reynolds number. For the cases with Ra > 1708, the
flow pattern is very regular and the pitch of the vortex rolls does
not seem to change appreciably. It is also noted that the side
wall effect may be negligible for the case J.I. = O. For a given
Rayleigh number, the number of closed streamlines increases as
the Reynolds number decreases. This is clearly seen in Fig. 6.
Excellent photographs of the secondary flow patterns for the case
of J.I. = 0 and h = ' /2 in. were also obtained in the neighborhood
of Ra = 1708 but will not be presented here, for brevity. The
results of flow visualization for the case with J.I. = 0 are plotted
in Fig. 7 where a cross means "no detectable secondary flow,"
a triangle means "an uncertain situation," and a circle means "a
definitely observable secondary motion." Since the experimental
data confirm the known critical Rayleigh number of 1708, one
may conclude that the testing apparatus yields sufficiently ac
curate data.

For the reason explained earlier, the channel with height h =

,;' in. is not suitable for the experiments involving the cases when
IJ.l.I > 8. Case 2 of the experiment was conducted using this
channel. For this case the instability is caused by the presence of
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Ra - -1,520, Re - i8.5, ~: -26.2. and a • ~.7

Ra - -1,500, Re' 73.0, ~. -24.8, and a • ~.56

Ra - -1,500, . Re • 67.4, v· -22.8, and a • (.3

Ra • -1,460, Re' 44.3, and v • -15.3

-------- - .

R•• -1,445, Re. 27.4, and ~ • -9.45

Fig. 8 Formolion of secondary flow potlerns wilh free-conveclion effecl
for Ihe caSe of negative J.t and h = 1 in.

both the vertical adver~e temperature gradient and the product of
axial temperat.ure gradient r and the main flow disturbance veloc
ity u' [2]. The experimental data from flow visualization are
plotted in Fig. 7. An examination of the neutral stability curve
for the case of positive Rayleigh number (T, > '1"), see Fig. 7,
shows that the ~lope of the curve is rather small for the value of
the characteristic parameter jJ. ranging from 1 to 10. Conse
quently, ill order to obtain a series of data crossing the theoretical
stability curve for a given vrl1ue of jJ., one must adjust the value of
the Rayleigh number by changing the temperature difference !1T
between the upper ftnd lower plfttes and this requires quite a long
time. It WftS found that due to the variable-property effect for
ail' the constancy of jJ. from the entrance to the test section could
not be maintained by simply holding axial temperature gradient
r constant for the cases jJ. greater than say 2. In other words, to
keep jJ. constant throughout the channel, one mllst maintain cer
tain curvilinear axial temperature profiles for the upper and lower
plates. Furthermore, it became more difficult to control !1T.
Consequently separate calibration curve was required for each
value of jJ. ranging from around 3 to 7 as shown by data points in
Fig. 7. For this series of experiment the temperature difference
!1T ranged from 20 to 3;) deg F and the axial temperature gradient
T ranged from 1.5 to 4.0 deg F per inch. It WltS found that with
the channel height of II. in. the experimental process becomes
progressively tedious as the value of the parameter jJ. increases
and definite difficulty is encountered at around jJ. = 10. As the
value of jJ. increases, the axial temperature difference between the
entrance and the test section of the channel also increases and
eventually the Boussillesq approximation will not be valid. At
this point it is noted that all the property values were evaluated
at local mean temperature of the test section which is located 9 in.
from the exit. In this connection, errol' analysis shows that the
errors for the computation of Re, Ra, RaT, and jJ. are ±2.1, ±6.0,
±6.3, and ±9.1 percent respectively. The difficulty with the
variable-property effect can be overcome readily by increasing the
channel height to h = 1 in.
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The experimental data for the case of negative Rayleigh num
ber (T. > Td using channel height h = 1 ill. will be discussed next.
From the foregoing discussion it is evident that a channel with l
in. height is quite suitable for the experiment with positive
Rayleigh number (7\ > T.) and the characteristic parameter jJ.

greater than 10. An examination of the theoretical stability
curve, see Fig. 7, for the negative-Rayleigh-number case shows
that it is convenient to cross the stability curve by varying the
value of the parameter jJ.. For this series of tests the tempera
ture difference !1T between two plates was kept generally from a
few degrees to less than 10 deg F and the axial temperature gradi
ent T was kept constant in each case with the value ranging from
0.81 to 0.96 deg F per inch. The variation of the value of the
parameter jJ. can be accomplished solely by adjusting the Reyn
olds number for the present case of T, > T I •

The experimental data from flow visualization for the case of
negative Rayleigh number are compared against the theoretical
stability curve in Fig. 7. The deviation from the theol'etica.\
stability curve for the two sets of experimental data at higher
values of Rayleigh number can be attributed to the free-convec
tion effect due to side walls, variable property, and the thinner
unstable fluid layer near the lower plate at higher Rayleigh num
ber. As the unstable fluid layer becomes thinner, the experi
mental uncertainty increases correspondingly. The remaining
three sets of experimental data at lower values of Rayleigh num
ber are considered to be quite satisfactory and in particular at
Ra = -800 the agreement with theory is excellent.

Fig. 8 demonstrates clearly the gradual formation of the longi
tudinal vortex rolls. At jJ. = - 9.45 and Ra = -1445, the
central region of the channel is still stable but free-convection
motion appears near the side walls. This situation is marked as
a cross in Fig. 7. At jJ. = 15.3 and Ra = -1460, one can barely
detect slight movement of smoke particles aud this situation is
marked as a triangle. At jJ. = - 22.8 and Ra = -1500, one can
see the initial formation of three pairs of longitudinal vortex rolls
and this situation is marked as a circle in Fig. 7 indicating defi
nite instability. At J1- = -24.8 and Ra = -1500, the inten
sity of the secondary motion becomes stronger. Fig. 8 clearly
shows that one has boundary-value problem near the side walls
and eigenvalue problem in the central region of the channel
simultaneously. The practical implication of this phenomenon
will be discussed later.

The experimental data from flow visualization and transverse
temperature measurement for the limiting case of 1jJ.1 -+ 00 are
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RaT' 564, Re ~ 66.0 . ReRa,' 3.41x104, and a' 3.74 

RaT' 561; Re • 53.0, ReRa
T 

• 2.,96x104, and a > 3.65 

RaT' 558, Re · 46.9 , ReRa, ' 2. 6lx104, and a • 4.36 

RaT ' 554 , Re· 36.7, and ReRa, • 2.03x104 

Fig. 10 Formation of secondary flow patterns with free-convection 
effect for the case 1/011- (X) and II = 1 in. 

eompared against the theoretical critical value of ReRa T = 2.13 
X W4 in Fig. 9. One set of flow patterns illustrating a sequence 
for (·he gradual development of secondary flow starting from com
plctd.l' stable state to the post-critical state is shown in Fig. 10. 
The gnlleral situation is similar to the ones discussed earlier. 

III particular one notes the development of buoyant plumes at 
HeRa T = 2.61 X 10'. In addition to photographic results, one 
~c(. of experimental data from the transverse-temperature-profile 
mcasmement made at a distance z = h/ 4 from the bottom plate 
surfaen is presented in Fig. 11. It is noted that the test run num
ber 2 in Fig. 9 corresponds to Fig. 11. Referring to Fig. 11, at 
I{cltaT = 1.23 X 10', one can detect slight variation of trans
ver~e I·emperature distribution but this result is marked as a cross 
ill Fig. 9 indicating stabjJity because of its rather uniform dis
(.riblltion and uncertain nature of disturbances which could easily 
be e:wsed by experimental error. At ReRar = 2.65 X 104 one 
(~:t1l see definite periodic fluctuation of transverse temperature 
profile around mean temperature but this result is considered to 
be II 11 certain in Fig. 9 since the pitch is not clearly defined yet, 
Al HeRar = 3.37 X 10', one can cle~rly see the periodic dis tribu
tioll illdica ting the defini te establishment of the secondary flow. 
With further increase of ReRan the amplitude of the periodic 
telll(wrature fluctuation increases further and the secondary-flow 
i1llellsity becomes stronger. One notes that for a given value of 
lteltlLT in the post-critical regime, the amplitude of temperature 
fluctllat ion increases as the Rayleigh number increases. For the 
Iimitillg case of IJLI- 00, the experimental data from flow visu
alir.ation check with those from transverse temperature meas
urement, and the agreement serves to demonstr~te the adequacy 
of the flow-visualization technique. 

Thn present experimental study, see Fig. 10, reveals that with 
tho aspect ratio of 11, another type of secondary flow in t he form 
of IOllgitudinal vortices due to thermal instability appears at a 
(~C1· taill critical ReRar depending on PrandtJ number in addition 
to the known secondary motion due to free convection near the 
side walls. The practical implication of Fig. 10, for example, is 
significant since it reveals that with the aspect ratio of around 10 
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Fig. 12 Comparison of critical wave number verSUS }l from theory (2) 
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or even as small as 5 for the horizontal rectangular channel, the 
Bow and heat transfer characteristics cannot be predicted wi~h 
the existing theory considering the free-convection effect alone 
after reaching a certain critical ReRar . This also means thut the 
known N usselt number of 8.23 for fully developed laminar flow 
between two parallel plates with uniform wall heat flux canllot he 
applied after the ReRa r reaches a critical value. 

Based on the photographic results and thermocouple da(;a for 
the post-critical regime, it is also possible to compare eritieal 
wave number, a, versus the characteristic parameter JL from 
linearized theory [2] with the experimental data from p08t
critical regime as shown .in Fig. 12. The results from thermo
couple data are shown as a square, and t he solid circle or square 
represents the nearest da tum point to the theoretical curve for 
a given series of tests. Referring to Fig. 12, one may speculate 
the behaviDT of the wave number, a, in the post-critical regime; 
at fJ. = 0, the wave number seems to remain constant or il1creul"le 
very slightly with the variation of the Rayleigh number. For the 
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cases when |ju| 9^ 0, the wave number seems to increase with the 
variation of the Rayleigh number for \y\ = finite or ReRaT for 
jAtj = °°. All the data for |/x| = finite shown in Fig. 12 are ob
tained from the cases with JX = negative. Because of the free-
convection effect from the side walls, experimental error, and 
other uncertainties, the above remark must be considered as tenta
tive. 

Concluding Remarks 
1 Experimental data on the onset of longitudinal vortices for 

the fully developed laminar forced convection between two hori
zontal plates are compared with theory and the agreement is found 
to be good. The accuracy of the testing apparatus is ascertained 
by considering the limiting case of vanishing axial temperature 
gradient and heating from below with a critical Rayleigh number 
of 1708. The adequacy of the direct flow-visualization technique 
used is confirmed by the transverse temperature measurement at a 
distance of ft/4 from the bottom surface for another limiting case 
of |M| ~* °°-

2 For the negative Rayleigh number case, the free-convec
tion effect due to side walls is appreciable. The exact reasons for 
the deviation of experimental data from theory at high Rayleigh 
numbers are difficult to assess. However, free-convection effect 
due to side walls, variable property, and the thinner unstable fluid 
layer near the lower plate are believed to be the contributing 
factors. 

3 The flow-visualization technique developed is satisfactory 
for the present investigation and reasonably good flow patterns 
are obtained for the secondary flow. The flow-visualization 
technique is expected to be effective also for the experimental 
study concerning post-critical regime. For example, the measure
ment of the pitch of vortex rolls can be made readily. 

4 The practical implication of the photographic results is 
believed to be significant since it reveals that for a horizontal 
rectangular channel with a large aspect ratio, say near the order 
of 10, the effect of longitudinal vortices due to thermal instability 
must be considered in addition to free-convection effect near the 
side walls for the evaluation of flow and heat transfer results 
after critical value of the characteristic parameter is reached. I t 
is seen that one has a boundary-value problem near the side walls 
and a thermal-instability problem in the central region of the 
channel. At present theoretical study along this line does not 
appear to be available in the literature. Because of the free-
convection effect from side walls, care must be exercised in apply
ing the theoretical results presented in reference [2] to the problem 
in practice. 

5 The experimental work would be easier if a larger channel 
height ft were employed, but the channel width must be increased 
correspondingly to avoid side-wall effect. The advantage of 
increasing the height might be offset by the decrease of the tem
perature difference AT required for onset of secondary flow to the 
extent that measurement error may no longer be considered to 
be small as compared with AT. A practical lower limit for 
AT in this experiment is estimated to be 2-4 deg F. 
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Base Heat Transfer in Two-Dimensional 
Subsonic Fully Separated Flows 
An experimental investigation of the heat transfer from the base of a two-dimensional 
wedge-shaped body to the separated-flow region was conducted in a low-speed wind 
tunnel. The Stanton number has been determined as a function of Reynolds number 
for two geometries that are representative of heat-exchanger surfaces. The heat transfer 
is found to be comparable in magnitude to that for attached flows, An analysis based 
on the mechanisms of vortex shedding and boundary-layer behavior is developed. The 
analysis agrees fairly well with the data and indicates the parameters governing base 
heat transfer. 

Introduction 

1 OLLY SEPARATED subsonic flows occur in the flow of 
fluids over bluff shapes such as heat-exchanger fins and surfaces. 
These separated regions are characterized by an unsteady, some
times periodic, flow. The heat transfer from the surface to the 
separated flow is relatively high. In spite of the common occur
rence and importance of such flows, little has been done to evaluate 
the heat transfer. I t is the objective of this paper to: 

1 Present experimental results for heat transfer in subsonic 
separated non-reattaching flows. 

Contributed by the Heat Transfer Division for publication (without 
presentation) in the JOUBNAL OF HEAT THANSFEB. Manuscript re
ceived by the Heat Transfer Division February 12, 1970; revised 
manuscript received June 4, 1970. Paper No 71-HT-D. 

2 Develop a mechanistic model for predicting the heat trans
fer in such flows. 

The fluid behavior at the lear of a bluff body has been re
viewed by Nash [ l ] , 1 Hanson and Richardson [2], and Morkovin 
[3]. Extensive experiments on a variety of bluff shapes have 
been conducted by Roshko [4]. For Reynolds numbers greater 
than 50, a vortex street is formed in which the vortices are al
ternately shed from either side of the body. Bluff shapes, such 
as a flat plate normal to the flow, have larger wakes than stream
lined shapes such as circular cylinders. 

In Fig. 1 is shown a typical wake for a bluff body. The fre
quency of the vortex shedding is n, the vortex street is of width 
ds, and the free-stream velocity at the edge of the street is V,. 
Roshko [4] combined analysis with experiment to develop a 
semiempirical model that relates these wake parameters. For 

1 Numbers in brackets designate References at end of paper. 

"Nomenclature* 

A = 
A„ 
A„ 

C = 

d = 

d, = 

L = 

heat-transfer area, ft2 

frontal area of model, ft2 

cross-sectional area of wind tun
nel, ft2 

specific heat, Btu/lbm-deg F 
thermal capacitance of model, 

Btu/deg F 
base height, ft 
wake width, Fig. 1, ft 
heat-transfer coefficient, Btu /hr -

ft2-degF 
vortex shedding frequency, 1/sec 
temperature, deg F 
temperature of heat-transfer sur

face, deg F 

^tfj.i 

um 

u. = 
E/„ = 

a 
v 
P 

initial temperature of heat-trans
fer surface, deg F 

free-stream temperature, deg F 
free-stream velocity in the pres

ence of the model, equation (6), 
ft/sec 

free-stream velocity at edge of 
wake, Fig. 1, ft/sec 

free-stream velocity, ft/sec 
coordinate, Fig. 10, ft 
coordinate, Fig. 10, ft 
thermal diffusivity, ft2/hr 
kinematic viscosity, f t 2 /hr 
air density, lbm/f t3 

time, sec 

To = period of vortex street, equation 
(15), sec 

r s = time for boundary layer to estab
lish, equation (14), sec 

Nortdimensional Parameters 

Pr = 
Re = 

Re* = 

S = 

s* = 
St = 

v/a = Prandtl number 
U^d/v = Reynolds number 
Ujdjv — Reynolds number based 

on wake parameters 
nd/U„, = Sti-ouhal number 
ndJUa = Strouhal number based 

on wake prameters 
h/pCpUa, = Stanton number 
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u< 

Boundary of vortex street-^ 

Vortex frequency = n • 

Fig. 1 Schematic of the flow over a two-dimensional bluff body 

normal flat plates, circular cylinders, 90-deg wedges, and plates 
and cylinders with interference elements in the wake, he showed 
that the wake Strouhal number S* was a function of the wake 
Reynolds number Re* only. For the range Re* = 8 X 103 to 
4.4 X 104, the value of S* was found to be 0.16 for all shapes. 
Using potential-flow techniques, a method for computing the 
normalized wake width djd and the velocity ratio VJUm for a 
given shape was developed. For several shapes, djd and UJU„ 
have been determined. These results provide the basis for the 
heat-transfer model developed later. 

Abernathy [5] conducted an experimental and analytical in
vestigation of the flow over a flat plate inclined 35 to 90 deg with 
respect to the main stream. S* was established as 0.147 to 0.153 
over the Reynolds-number range 3 X 104 to 1.3 X 105; these 
values are in good agreement with those of Roshko. Nash, 
Quincey, and Callahan [6] studied the flow over a two-dimen
sional wedge at Reynolds numbers of 1 to 2 X 106. S* was 
estimated at 0.25; it might be expected that S* would be dif
ferent at the higher Reynolds numbers. 

These studies establish the general flow picture for a subsonic 

wake. The information available on the details of the flow near 
the surface shows the velocity field to be unsteady and to fluctuate 
at the Strouhal-number frequency. Additional knowledge of 
the details of the flow are needed in order to develop adequate 
models for the heat transfer. 

Heat-transfer results for fully separated flows are quite 
limited. The existing experimental results for air and the 
theories are summarized in Fig. 2. The laminar and turbulent 
flat-plate relations are also shown in order to indicate the rela
tively high heat transfer in the separated region. 

The extensive data on cylinders has been analyzed by Richard
son [7, S] in an at tempt to determine the heat-transfer contribu
tion of the separated region. The data on heat-transfer coef
ficient from different investigators varies by a factor of two. 
For the Reynolds-number range of 102 to 106, Richardson esti
mated the best relationship for the heat transfer in the separated 
region of circular cylinders to be 

St = 0.19 Re-1 /" (1) 

Sogin [9] has experimentally determined the local heat-transfer 
coefficient in the separated region behind normal and inclined flat 
plates and a half-round cylinder over the Reynolds-number range 
of 1 to 4 X 105. For the two geometries that are closest to the 
present work, the mean heat-transfer results are: 

Normal flat plate 

St = 0.28 Re-

Half-round cylinder with flat rear surface 

St = 0.22 R e - 1 / ' 

(2) 

(3) 

The larger wake of the normal flat plate, compared to that of the 
cylinder, accounts for the 25-percent-higher heat transfer. The 
results are higher than the estimates of Richardson for the circular 
cylinder by 15 to 45 percent, and indicate the importance of 
geometry on the base heat transfer. 
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Richardson [7] has developed an analysis to predict the heat 
transfer based on the idea that flow transists from attached to 
separated at some very low Reynolds number. If the value of the 
heat-transfer coefficient is known at this transition point, then 
the heat-transfer coefficient for the separated flow can be esti
mated by extrapolation. The results of this approach are some 
25 percent higher than the experimental results, equation (1), but 
show the same Reynolds-number dependency. 

A phenomenological theory has been developed by Spalding 
[10]. In separated flow, the maximum shear occurs in the fluid 
away from the surface in contrast to boundary-layer flows in 
which the maximum shear is at the surface. The turbulence 
generated in this region is the mechanism by which heat is con
veyed from the surface. The solution of the diffusion equation 
for turbulence yields an expression for heat transfer. Using 
estimated values for the parameters for flow over cylinders, the 
heat transfer is predicted to be 

u CD 

St = 0.15 Re" (4) 

These results are lower than the cylinder data by a factor of two 
to three over the Reynolds-number range 102 to 105. 

The analysis by Virk [11], which became available while the 
present paper was under review, is based on the assumption that 
the flow in the wake region is stagnant. Heat transfer from the 
surface is assumed to occur only by molecular conduction. The 
total heat transfer is then the same as that for a semi-infinite slab 
over a time period equal to the period of the vortex street. 
Using a value for Strouhal number of 0.2, the predicted heat-
transfer relationship for air is: 

St = 0.59 R e - 1 / s (5) 

This result is lower than the cylinder data by a factor of two. 
In summary, there are some data available for heat transfer in 

the wake region behind circular cylinders, half-round cylinders, 
and normal and inclined flat plates. These data show a definite 
effect of geometry, and indicate that larger wakes produce higher 
heat transfer. The theory of Richardson agrees quite well with 
the data for circular cylinders, but the prediction does not 
account for geometrical differences. Spalding's theory is con
siderably lower than the existing data; presumably, either other 
mechanisms are present or reevaluation of the values of the con
stants are needed. The relationship proposed by Virk is also 
lower than the data and does not account for convection in the 
wake region. None of the geometries studied are truly represen
tative of many heat-exchanger surfaces and the Reynolds-number 
range for all but the circular-cylinder results is considerably 
higher than that found in heat exchangers. 

Test Procedure 
The test facility consists of a 6-in-dia free-discharge wind 

tunnel. The air velocity may be varied from 35 to 160 fps and is 
measured using a pitot-static tube. The velocity profile at the 
discharge nozzle is flat to within 1 percent over the center 5 in. 

Partial side plates 

U oo 

Complete side plates 
Fig. 4 Schematic of experimental tests using side plates 

The turbulence intensity has been estimated using a hot-wire 
anemometer to be about 2.5 percent. All temperatures were 
measured using copper-constantan thermocouples. 

The heat-transfer models were of a streamlined wedge shape 
with a flat base normal to the free stream, Pig. 3. The shape was 
chosen so that the flow at the end of the model was parallel to the 
main stream, similar to that for heat-exchanger surfaces. The 
models were constructed of wood with a 4-in-long copper plate 
inset into the rear of the model. The height of the copper 
plate was the same as that of the wedge and the two base heights 
employed were 1/l and 1 in. with wedge lengths of 1 and 3V l6 in. 
respectively. Tests were conducted with and without two sets of 
side plates as indicated in Fig. 4. 

The heat-transfer coefficient for the base was obtained using 
the transient lumped-parameter approach [12]. The base was 
heated to a temperature about 30 deg F higher than that of the 
air using a hot-air gun. The model was then inserted into the 
wind tunnel, and the temperature difference between the base and 
air flow was measured as a function of time. 

In the lumped-parameter approach, the assumption is made 
that all the thermal capacitance is in the copper plate and all of 
the thermal resistance is in the boundary layer. The mean heat-
transfer coefficient is then computed from 
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The heat-transfer coefficient determined in this manner is an 
average coefficient over both time and position on the base. 

A least-mean-squares fit of equation (6) using the temperatures 
a t several times was employed to determine the best value of the 
heat-transfer coefficient. I t is estimated that the heat-transfer 
coefficient is accurate to within ± 5 percent. 

The Biot number for the copper plate is less than 0.002 for all 
tests, and thus the lumped-parameter approach is valid. Tran
sient conduction to the wood was estimated and found to be negli
gible. Radiant heat transfer was less than 1 percent of the total 
for all tests. 

Blockage effects due to the relatively large frontal area of the 
models compared to the wind-tunnel area were found to be im
portant. The results are presented both uncorrected and cor
rected for the free-stream flow acceleration around the model. 
The velocity in the presence of the model is calculated from the 
velocity measured in the absence of the model using the one-
dimensional flow relation 

Um = V„ (7) 

This correction to the velocity is about 20 percent for the 1-in. 
model and 8 percent for the V-rm. model. The validity of this 
correction is discussed in the next section. 

Test Results 
The test results for no side plates and for complete side plates 

are presented in Figs. 5 and 6. The results corrected for the 
blockage effect are presented in Pigs. 7 and 8. Since the cor
rected data for the Vi-in. and 1-in. models are correlated using 
Stanton number and Reynolds number as would be expected, it is 
felt that the blockage correction is a valid one. The literature is 
not clear on this correction for free-discharge wind tunnels. I t 
is recommended that Figs. 7 and 8 be employed for determining 
the heat-transfer coefficient for a given situation. 

The base heat-transfer coefficient for the wedge model is about 
60 percent as high as that for flow over cylinders. This is ex
pected as the wake is considerably smaller. The slope is ap
proximately — VB at the higher Reynolds numbers, but, at the 
lower Reynolds numbers, the relationship deviates from a simple 
power relationship. The data for no side plates is about 10 to 25 
percent lower than that for complete side plates. 

Over the range Re = 6 X 103 to 105, the data of Figs. 7 and 8 
can be represented within ± 5 percent by the following power 
relationships: 

No side plates 

St = 0.23 Re~°'< (8) 

Complete side plates 

St = 0.135 Re- 1 / 3 (9) 

In Fig. 9, the results of an investigation of the effect of side 

Journal of Heat Transfer NOVEMBER 1 9 7 1 / 345 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.01 

.008 

.006 

in 

.004 

.002 

o No side plates 

n | in. Partial side plates 

o 2 in. Partial side plates 

A 3 in. Partial side plates 

v Complete side plates 

No Side Plates 

Uncorrected for blockage 

10" 
Re 

Fig. 9 Effect of side plates on the heat transfer 

10s 

plates on the heat transfer for the 1-in. model are presented. The 
partial side plates were 1, 2, and 3 in. long in the downstream 
direction, Fig. 4. I t is seen that the heat transfer for complete 
side plates is consistently 20 to 25 percent higher than that for no 
side plates. This is probably due to a containment of the wake 
by the side plates. Since the potential core of the wind tunnel 
persists to about 6 diameters or 36 in., the difference is probably 
not due to containment of the free stream by the side plates. 

The results for the three partial plates do not differ significantly 
from each other, and are midway between the complete and no-
side-plate results. The effect of these plates is to prevent sig
nificant flow between the wake and the surrounding atmosphere; 
apparently this is not a large effect. These side-plate tests indi
cate that the wake may behave two-dimensionally. 

The effect of the boundary layer on the wedge on the heat trans
fer from the base appears to be small. The transition Reynolds 
number for the boundary layer on the wedge surface for the test 
wind tunnel turbulence intensity corresponds to a Reynolds num
ber based on base height of about 4 X 104. In Fig. 9, there is 
a slight increase in Stanton number for Reynolds numbers 
greater than 4 X 104. This is presumably due to a turbulent 
boundary layer at the edge of the separation region which pro
vides more agitation in the wake than does a laminar boundary 
layer. The small effect of this difference in boundary-layer 
character is probably due to the thinness of the boundary layer; 
the boundary-layer thickness is only about 15 percent of the base 
height. Larger ratios of boundary-layer thickness to base height 
would significantly affect both the flow.and heat transfer [1]. 

Analytical Model 
The analytical model combines the vortex-shedding results 

with conventional boundary-layer theory. I t is assumed that a 
new boundary layer forms on the base surface each time a vortex 
forms, it builds up until the vortex is shed, and then it sheds with 
the vortex. The free-stream velocity for the boundary layer on 
the base surface is assumed to be the velocity at the edge of the 
wake U,. This situation is depicted schematically in Fig. 10. 
Water-table studies have been carried out which support the gen
eral framework for this model, but detailed flow measurements 
have not been made. 

The analysis is developed in two parts. First, there is an initial 
buildup of the boundary layer which is modeled as the problem of 
a surface initially accelerated to U,. This boundary layer 
eventually becomes fully established, and then is treated as a con
ventional laminar boundary layer. 

Boundary layer 

77777777777777777, 

t, w 

////////////////A 

Fig. 10 Schematic of the flow behavior assumed for the analytical model 
formulation 

Rosenhead [13] discusses the situation of a plate initially at 
rest and suddenly accelerated to a fixed velocity Us. For short 
times (rUJd < 1), the convective terms may be neglected in the 
momentum equation. Under these conditions, the boundary-
layer equation simplifies to 

'— = a — 
or dy1 

The boundary conditions for the energy equation are 

t(y, 0) = «„ 1 
«(<*>, T ) = t„ > 

«(0, r ) = tw ) 

(10) 

(11) 

The energy equation is not coupled to the momentum equation, 
and the solution is readily obtained in terms of the error function 

t - tw 

ioo - *„ 
= erf 

\2VaT/ 
(12) 

The surface heat flux can be obtained from equation (12) using 
the conduction-mechanism equation. In order to combine this 
result with the boundary-layer relations, a heat-transfer coefficient 
is defined as a ratio of heat flux to the temperature difference be
tween the wall and the free stream. This relation is pu t in terms 
of a Stanton and Reynolds number with d and U„ as character-
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istic dimensions. The heat transfer during the initial phase is 
then 

St 
d2 y/* 

' P r - ' / ' R e - (13) 

During this initial vortex-buildup phase, the heat transfer is a 
function only of time and not of position. 

For long times, TUJd > 1, the conventional steady-state 
laminar-boundary-layer results apply. The mean heat transfer 
is given by 

St = 0.664([ / s / f / c o) 1 / !Pi- 2 / 3Re- I /2 (14) 

The ratio (C/s/f/„)1/ '! appears since the vortex velocity is U„ but 
the nondimensional parameters are based on U„-

The total heat transfer for each cycle of vortex formation and 
shedding is obtained by adding up short-term and long-term 
contributions. In adding these two, the criterion of Rosenhead 
that the short-term solution persists until rUJd = 1 is modified. 
The short-term solution is employed only until the value of heat-
transfer coefficient equals that for the long time. This appears 
more realistic in that it gives a value for the heat-transfer coef
ficient that starts high and decreases to the steady-state value. 

The length of time that the short-term solution applies is ob
tained by equating equations (13) and (14). 

r , = 0.723 f ^ Y ^ r P r ' / ' R e - ' (15) 

The time for the complete cycle from vortex formation to 
shedding for S* = 0.16 is 

7 c = i / n = 6.2MJU, (16) 

The ratio of the time for the boundary layer to become es
tablished to the vortex cycle time is 

T , I n = 0.ll6(d/ds) Pr1/3 (17) 

The short-term solution is seen to apply only for about 10 percent 
of the total period; the boundary layer establishes very quickly. 

The mean heat transfer for each cycle, which is that measured 
experimentally, is given by 

St = 
To 

( — ) P r - V » R e - y T 

0 W 7 " / 

+ 
c/,Y/2 

/>64(§l) P i - V ' R e - ' A d r (18) 

The integration yields the following general expression for the 
heat transfer: 

St = [0.664 4- 0.076(d/d.) Pr1/"] (UJU^ P i - 2 / s Re~1 / 2 (19) 

The analysis predicts that the ratio of wake width to base height 
does not, directly, have a significant effect on the heat transfer. 
However, the velocity along the edge of the wake, which is 
greater than the free-stream value due to, in part, the wake 
width, does have a strong influence. The effect of the frequency 
of vortex shedding is quite small since the boundary layer 
establishes quickly in the cycle. The heat transfer behaves es
sentially as conventional laminar flat-plate heat transfer. 

The heat-transfer predictions for the various geometries are 
given as: 

Geometry 
Mitchell 
Sogin, B 
Sogin, H 
Circular cylinder 

djd 
1.0* 
1.7f 
1-2-t 
1.2t 

Us/L 
1.0* 
1.38 
1.35 
1.38 

St Re1 

0.91 
1.03 
1.04 

\ 1.04 

* Water-table results. 
f Roshko, Re = 8 X 103 to 5 X 10*. 

The analytical predictions and corresponding data are plotted 
in Fig. 11. There is fair agreement between the present data 
and the analysis at high Reynolds numbers, but the analysis is 
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high by about 30 percent at low Reynolds numbers. I t appears 
that a — l/i exponent of Reynolds number would produce a better 
fit than the predicted —1/2 exponent. 

The agreement between the analysis and the cylinder data is 
quite good. The large spread in the cylinder data is probably 
enough to accommodate the difference in exponents over the 
Reynolds-number range of the data. 

The data of Sogin are considerably higher than the model rela
tion. For these tests, the Reynolds number based on Va and d 
is close to the transition Reynolds number, and it is possible that 
the boundary layer on the base is turbulent. If the transient 
boundary-layer development is neglected, and if it is assumed 
that an established flat-plate turbulent-boundary-layer flow exists 
on the base region, the heat-transfer relationship for models B 
and H is the standard flat-plate relationship for turbulent flow 
based on U, and d. In terms of the present parameters, the heat 
transfer is 

St = 0.04S Re-»-2 (20) 

This relation is also plotted in Fig. 11, and yields surprisingly 
good agreement with the data of Sogin. 

The conclusion to be drawn from these comparisons is that the 
present model formulation, while incorporating known mecha
nisms, is only a preliminary one for predicting base heat transfer. 
Considerably more experimental information is needed in order 
to construct accurate analytical relationships. 

Conclusions 
The following conclusions can be drawn from the results pre

sented in this paper: 

1 The heat transfer in the separated region behind a two-
dimensional bluff body has been determined experimentally. 
These results are presented in Figs. 7 and 8, and cover the 
Reynolds-number range of interest in heat-exchanger applica
tions. 

2 A preliminary analysis based on the mechanisms of vortex 

shedding and boundary-layer behavior has been, developed. 
The analytical relations compare reasonably well with the existing 
data. The comparisons indicate that considerably more infor
mation is needed in order to develop an accurate model for sub
sonic base heat transfer. 
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Free Convection From a Vertical Plate With 
Discontinuous Wall Temperature 
Free convection from a vertical plate with a step discontinuity in wall temperature is 
analyzed by using asymptotic series. Expansions for the velocity and temperature pro
files are obtained in the region immediately above the discontinuity. By series trunca
tion, the wall heat flux is obtained in terms of a simple polynomial. Calculations are-
made for Pr = 0.72 and 10.0 and for various wall-temperature ratios. Comparison of 
the residts with experimental data and previous numerical solutions is good. 

L 
Introduction 

I HE STUDY of non-similar free-convection flows has 
not received a great deal of attention until recently. Schetz and 
Eichhom [ l ] 1 conducted an experimental study of the free-con
vection boundary layer on a vertical plate which has a step dis
continuity in surface temperature. Subsequently, Hayday et al. 
[2] presented a numerical study of the same situation. The re
sults obtained compared favorably with the experimental results 
of Schetz and Eichhom. I t is the aim of this paper to provide 
an alternative analysis for the. problem of free convection with 
discontinuous wall temperatures. The technique used holds 
great promise in the study of boundary layers with discontinuous 
boundary conditions. The method is essentially the classical 
asymptotic expansion developed by Goldstein [3] to study the 
laminar wake behind a flat plate in a uniform stream. This 
procedure has subsequently been extended by Yang [4] to study 
the free-convect:.on wake above a vertical heated plate. In the 
present analysis, the technique is used to obtain velocity and 
temperature profiles in the region immediately above a discon
tinuity in surface temperature. As distance up the plate in
creases, these profiles are seen to approach the similar soution 
that would be expected at distances far from the discontinuity. 

Formulation 
The physical situation is shown in Fig. 1. A semi-infinite 

vertical plate is maintained at temperature Tm above ambient for 
a distance L from the leading edge. At x = L, the plate tem
perature is changed to Tm also above ambient. The effect of 
this temperature discontinuity is much the same as the leading 
edge in the usual boundary layer. This effect is greatest when 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OP HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division April 27, 1970; revised manu
script received August 17, 1970. Paper No. 71-HT-B. 

the lower portion of the plate is at ambient temperature. In this 
case the discontinuity becomes the leading edge. For increased 
values of the lower-plate temperature the effect of the discon
tinuity becomes less until it completely disappears when the 
lower and upper temperatures are the same The governing 
equations then are taken to be the usual free-convection bound
ary-layer equations, expressing conservation of mass, momentum, 
and energy. Using d'mensionless coordinates, these are: 

du, bv 

bx by 
0 

bu bu „ b2u 
u — + » — = Grs0 + — 

ox by by' 

b0 50 1 b28 
u + v — = — 

ox by Pr by2 

(1) 

(2) 

(3) 

I t should be noted that the origin of the x, y coordinate system is 
taken to be located at the temperature discontinuity. The 
boundary conditions associated with these equations are: 

y = 0 M = D = 0 6 = 1 

j / ^ c o M - * 0 0 -*• 0 

Also associated with these equations are the initial conditions 

x = 0 u = Ui(y) 

6 = di{y) 

(4) 

(5) 

The initial conditions can be evaluated as follows: For a 
vertical plate at a temperature Tm, the velocity and tempera
ture profiles can be determined from the following ordinary dif
ferential equations: 

F'" + 3FF" - 2F'2 + H 

1 

0 

Pr 
H" + 3Fff' 0 

(6) 
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Fig. 1 Physical model 

where primes refer to derivatives with respect to the similarity 
variable which when evaluated at a distance L from the leading 
edge becomes: 

and Gi'i is the Grashof number based on the lower-wall tempera
ture difference (Tm — TJ). The relation between the initial 
profiles and the similar solution is then: 

0, = eff(»i*) 

where the parameter e is the wall-temperature difference ratio: 

^ till ^CO G l ' l 

(7; 

J- w Tm Gl'-2 (8) 

This parameter will be used extensively throughout the analysis. 
The governing equations can be further simplified by introduc

ing a stream function to satisfy continuity and by stretching the y 
coordinate: 

GrA V < 

(9) 

This gives: 

4 
dy* 

u* = 

v* = 

d 2 * 

dxdy* 

5 ^ 561 

(4Gr2 

(64G 

- 4 

r v 

• , ) - ' 

d^ 

u = 

'H = 

d2\[' 

d?/*2 

dd 

5|/* 

d^ 

~ dx 

= 5 4 

1 

+ -by*3 

4 ^ — — - 4 
dy dx dx dy* Pr dy*2 

(10) 

(11) 

In the manner of Goldstein [3] and Yang [4], solutions to equa
tions (10) and (11) will be sought in the form of asymptotic expan
sions in x. 

Solutions for Small y* 
For small values of y*, we will seek expansions for SI? and 6 in 

the following forms: 

Ah Bh A 
Ax*, Bi* 
A 2, Bi, Ci, Ez 
A,*, B2*, C-2* 

«„, 6„ 

F 

-Nomenclature-

/ 0 , / l , / 2 

So, <7i, (Ji = 

ff = 

k = 
L = 

Gr = 

constants defined in 
equation (33) 

constant coefficients in 
initial profiles 

stream function in 
similar solution 

coefficient functions in 
inner expansion of 
stream function 

gravitational accelera
tion 

coefficient functions in 
inner expansion of 
temperature 

temperature variable 
in similar solution 

thermal conductivity 
length of plate at Tm 

Grashof number = 
gPLHTw - TJ) 

Pr = Prandtl number = — 
a 

qw = heat flux at the wall 
T = temperature 

i 10, I 11, 

y20, 1 21, 

uL 
u = — 

v 

u = velocity component in 
x direction 

u* = (4Gr2)"1'/-M 

vL 
v = — 

V 

v = velocity component in 

y direction 

x — x/L 
x = streamwise coordinate 

measured from tem
perature discontinu
ity 

universal functions de-
= fined in equations 

1 2 2 (28) and (29) 

V = V/L 

y = coordinate normal to 
plate measured from 
plate surface 

y* = (Gvi/V'y 
2/i* = e'/'y* 

Zoi = universal functions de
fined in equation (27) 

•^10, -^11, ^ 1 2 

-^•20, Zil, Z?2, Zll 

a 

universal functions de
fined in equations 
(28) and (29) 

thermal diffusivity 
coefficient of volumet

ric expansion 
Gi'i Tm — T„, 

Gr^ = 

¥'• 
T -

^I'O, * 1 , * 2 

y*x 
- T, 

i- W1 •*- CD 

1- W2 * co 

coefficient functions in 
outer expansion for 
temperature 

kinematic viscosity 

dimensionless stream 
function 

coefficient functions for 
SE' in outer expansion 

Subscripts 

i — initial conditions 
w — plate surface conditions 
co = ambient conditions 

wi, tt>2 = surface conditions pertaining to 
wall temperature TWI or Tm, 
respective!}' 
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*(x,y*) = *(f,77) 

£2 (12) 
- « v ' y l/ofo) + S/iW + Ef.fo) + • • •] 

1 + E ^'V)" 
. ' n = l 

(22) 
(Cont.) 

9(x, y*) = 0(£, 7?) 

where 

= 1 + e[ffo(rj) + &i(*?) + £W»?) + • • -1 

£ = j . 1 / " 77 = gVl j ; V8 

(13) 

(14) 

If the coefficients of like powers of y* in equations (19) and (22) 
are equated, the following behavior f o r / / and gkasri^- =° (x —>• 0) 
is obtained: 

V 
72a2 

<7o -*• 1 -

Substituting equations (12) and (13) into equations (10) and 
(11) and equating terms in like powers of £, the following ordinary 
differential equations for the coefficient functions are obtained: 

/o '" + 2/„/o" - /„'2 = 0 

^ go" + 2/„ff„' = 0 

108 
/ , ' " + 2/o/," - 3/„'// + 3/0"/i = 108(70 

e 

(15) 

(16) 

5" fl-i" + 2/„ffl' - /„'<& + 3ff0'/i = 0 
Pr 

h'" + 2/o/2" - 4/„'/2 ' - 4/„"/8 = 2 / ^ - 3 / , / , " - 108ffl 

1 (17) 
5" fl-2" + 2/„?2' - 2/„'(?J + 4/2ff0 = //«?, - 3/ l ( ?1 ' 
Pr 

Since these solutions are valid for small y*, they must satisfy the 
boundary conditions at y* = 0 or i\ = 0. Therefore, according 
to equation (4), we have: 

/*(0) = /*'(0) = <?4(0) = 0 k = 0, 1, 2, . . . (18) 

Two additional boundary conditions for each set of the functions 
fk and gk can be derived from the initial conditions. For any 
small but fixed y*, x —*• 0 implies t] —*• » . Considering the rela
tion between the velocity components and the stream function 
given in equation (9) and the definitions of t] and e given in equa
tion (14), we can use equation (13) to obtain: 

u = - (4Gr2)1Ae'/2 ( 6V« 1 _ 
12 v \ 3T? 

/ / 
7]2 

V 

>. 

-

-

-

324a 

36i 

1296 

9&2 

(23) 

The coefficients in equations (20) can be derived quite easily from 
the similarity solution and are: 

1 

04 

= ^F"(0) 

1 

~ 6 

ff'(0) 

24 

ff'(0) 

62 = 0 

h = 0 

(24) 

With these coefficients, the boundary conditions in (23) are fully 
determined. The equation (15) for/o and g0 can be integrated 
directly and with boundary conditions (18) and (23) we have: 

ft, = 36a2r)
2 

v + l^V*' 

1 + 6 hK)"+(Ei/,0s!+-] 

i - — 

3 \ 3 

(24a2Pr) v. r, 
Jo 

(25) 

- (24oiPr),^?; 

(19) 

For small y*, the initial profiles in (7) may be expressed as a power 
series in j/ i*: 

Tabulations of the integral in equation (25) are readily available 
[5]. Because of the form of equations (16) and (17) and of the 
function go, it can be seen that the higher-order functions depend 
on e and are therefore not universal functions. This difficulty 
can be overcome by expressing the functions as combinations of 
suitably chosen universal functions. By examining equation (25), 
we can express go as: 

•H = (4Gr1)' /^'(2/i*) = (4Gr I) ' / ! ] T nanVl*"^ 
71 = 2 

1 
go = %oo + — z0l (26) 

9, = efffa*) = e 1 + £ &„?/!**' 
1 1 = 1 

(20) 

where Zw and Z0i are universal functions depending only on 
Prandtl number and are given by: 

where m is the number of terms to be considered. Since j/i* and 
y* are related by: 

( 2 4 ^ f V ^ , , . * , (27) 
1 r(AtJo 

j/i* = t/ly* 

equations (20) can be rewritten as: 

(21) 

Zooiv) = -ZoiM 

In a similar manner, we can express the remaining functions as: 

ut = (4G r i)'A ] T nan^lhj*Y 
n = 2 

(22) Fio + - Fn 
e 

(28) 
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1 1 
lit = •Z'IO -) Zn " I — r %n 

e e2 

/» = r„ + - F21 + — F,2 
e e2 

(28) 
(Cont.) 

(29) 
1 1 1 

92 = ^20 + ~ ^21 + —" Zn -j Zn 
e e2 e3 

where I V Zia> etc., are universal functions of r] and depend only 
on Prandtl number. Since the equations (16) and (17) are linear, 
we can substitute (28) and (29) and separate like powers of e to 
obtain the governing equations for the universal functions. 

I V " + 2 / 0 } V - 3 /o ' lV + 3f„"F ]0 = -108Z„o 

1 

Pi 
Z\f>" -f- 2/oZio' — fo'Zio — —3Fio^oo 

F u ' " + 2 /„F„" - 3/o'Fn' + 3/0"Fn = -108(1 + .£„,) 

1 

Pr 
Zn ' -j- 2/(1Zn — /o ^ n — — 3FIOZQI — 3F]iZoo 

Pr 
^12 "f" 2/o^!2 — /o ^12 = —3yi l -Zo i 

3 V " + 2/„F2„" - 4 / o ' I V + 4/0"F2„ 

= 2F1 0 '2 - 3 Fio Fio" - 108^i„ 

" Z-m ' + 'Zft)Z-n,' — 2/o ^20 
P r 

= 3 10 Zm — 3 F l 0 ^ 1 0 ~~ 4 1 20^00 

F 2 i ' " + 2 / 0 F M " - 4/ , , ' JV + 4/0"F2 1 

= 4 F ] 0 ' F „ ' - 3 F I 0 F U " - 3Fio"F„ - 108Z„ 

1 

P r 
Zi\ ' 4" 2/022]' — 2f0'Zn = Yio'Zn + Yn'Zw — 3YioZu' 

- 3 F n £ I 0 ' - 4F20^oi' - 4 F A ' 

F 2 2 ' " + 2/0F2 2" - 4 /„ '3V + 4/ 0"F 2 2 

= 2 F U ' 2 - 3 F U F U " - 108Z12 

—- Z22 -r 2/()Z22 — 2/o Z22 = 3 ift'Zn + Fu Zn — 3YwZi2 
Pr 

33 nZn' — 4F2i^oi — 4F22^oo 

1̂  

Pi-
•^23 4" 2/o^0S — 2/o >?2; 

~ M l -Oi2 — 3 F l l ^ l 2 — 4X22^01 

From (18) and (23), the associated boundary conditions are: 

ij = 0 F1 0 = Yn = Y2Q = Y2l - F 2 2 = 0 

F J O ~ y n — 3 20 — F21 — F22 = 0 

-^10 = <^11 = ^ 1 2 = 0 

^ 2 0 = ^ 2 1 — ^ 2 2 — ^ 2 3 — 0 

3 V 
V 324o3; I V — 0 

F20 ' 

•Zio 

V 

Z™ 

1296a4; J V — O; F B ' - + 0 

--3&i; Zu->-0; Z i 2 ^ 0 

— 962; Z2 1->.0; Z22 — 0 ; Z23 —• 0 

(30) 

(31) 

Equations (30) with the boundary conditions (31) have been 
solved numerically for Prandtl numbers of 0.72 and 10.0, using an 
IBM 360/67 digital computer. The procedure of Nachtsheim 
and Swigert [6] was used to find the starting values for the fourth-
order Runge-Kutta numerical integration scheme. These start
ing values are given in Table 1. 

To facilitate further calculations, it will be useful to investigate 
the asymptotic behavior of the functions fk and gk as t\ becomes 
large. By examining the ordinary differential equations and the 
form of the boundary conditions (23), it can be seen that as 7) 
becomes large, the asj'mptotic forms for / t and gk are: 

/o = 36a 2 ^ = A^ + JSO 

So 1 

/ , = A,t + Bxn1 + ClV + A 

ffi = Ai*v + #1* 

h = Ait + Bit + < W + Dtf + E2 

<Ji = ^ V + B2*v + C2* 

(32) 

where 

A„ = 36a2; B0 = 0 

A , = 108o3; Bi = 0; 

A{* = 36 i ; Bi* = 0 

A2 = 324o4; B2 = 0 

3AiCi „ Ci ! 

A = 0 

(33) 

° 2 _ 2^0 ' 

A2* = 0; B2* 

4 ^ 0 

0; C2* = 
CyAS 

2A0 

Constants C\ and D2 are evaluated from the numerical solutions 
and are functions of Prandtl number and 6. By noting the form 
of /1 and /2 in terms of the universal functions in equations (28) 
and (29), we can write Ci and D2 as: 

Ci — C10 H Cn 

1 1 
£>2 = D20 + ~ A i + — A 2 e e2 

(34) 

where do, Cu, Dm, D21, and A 2 are functions of Prandtl number 
only and can be determined from the numerical solutions for the 
universal functions. Table 2 contains values of these constants 
for the two Prandtl numbers considered. 

Pr 

F" (0 ) 
H'(0) 
/o"(0) 
ZM'(0) 
3 V ' ( 0 ) 
Yn"(0) 
^io'(O) 
^n ' (O) 
^is'(O) 
F 2 o"(0) 
r21"(0) 
F 2 2 " ( 0 ) 
Zn'(0) 
Z»'(0) 
Zn'(0) 
Z2z'(Q) 

Table 1 

0.72 

0.676016 
-0 .504632 
24.336576 

2.016735 
-21.051796 

21.051787 
-2 .288044 

1.104520 
-0 .330372 
-0 .303394 

4.217213 
-0 .391170 

0.030580 
0.228901 

-0 .394513 
0.135033 

10.0 

0.419196 
-1 .169334 
15.091068 
4.133882 

-13.200141 
13.200142 

-5 .031231 
2.330807 

-0 .807575 
0.059112 
2.424556 

-2 .483664 
0.361962 
0.281664 

-0 .975558 
0.331930 
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0.3f 

4.0 

Fig. 2 Velocity profiles; Pr = 0.72; € = 0.8 

1 

Cio 
Cu 
D20 
-D21 
A 2 

Table 2 

0.72 

-1 .597517 
1.597464 

-3 .708835 
4.588268 

-0 .832428 

10.0 

-0 .795421 
0.795422 

-1 .693134 
-17.936374 

-0 .380798 

Solution for Large y* 
As y* becomes large, the asymptotic forms given in (32) can be 

expected to be valid. Therefore, using the definition of 77 and 
rearranging terms, we can rewrite SE' and 9 as: 

<!/ = AA'^^X + AAV^^ 

+ 

+ £* 

.42 ( f a'/*)4 + . . . ] + £ [fl„(? f 'A 

3 + 
C + C - a ^ e V ^ + c t ^ V . ) + 

+ ? D, + Ca ( y- e 'A 

0 = 6 i,* ( ^ «v* + 

«i* + ft* I ~ e1 /4) + S3
: 

+ 

3 

+ 
(35) 

+ ? C2* + <V ( j t / l ) + 

+ f3[A* +. . . ] + 

The expansions for \1> and d given by (12) and (13) are inner ex
pansions and therefore they are useful only for small values of y*. 
For large values of y*, we must obtain different expansions. 
Consequently, following Goldstein, examination of equations (35) 
leads us to assume the following forms for ̂  and 6 valid for large 
7 / * : 

Journal of Heat Transfer 

e = e0(v*) + my*) + ^ £2&(?/*) + ^ £*ft(v*) 

(36) 

^ 0 

Since as £ -*• 0 we must obtain the initial profiles, we can say that : 

*„(2/*) = 6^ (2 / ,* ) = e ' ^ e ' V ) 

0„(j/*) = €ff(yi*) = e f l W ) 

The asymptotic forms (36) can be substituted into the governing 
equations (10) and (11) and terms in like powers of £ equated to 
give the following equations for SÊ  and 8k: 

-*V*i ' - * o " ^ i = 0 

\ fo '* 2 ' - ^ o " ^ = * i * i " - * i " 

^o'fr- + ^l '01 - ^10!' - ^200' = 0 

* 0 ' f t + 2*! '& + ^2 '01 - ¥ l 0 2 ' 

- 2 \ M i ' - ^300' - l ^ 00 " = 0 

All of the equations for the ̂ k are first-order linear and may be 
integrated in closed form. The equations for dk are algebraic and 
may be solved quite easily. 

By noting that the coefficients of £* in the first of equations (35) 
are simply expansions of SÊ  in powers of y*, we can obtain the 
constants of integration for the ^k. We then obtain: 

(37) 

2A« 

*.-f*.-!v*.'+S--,**« (38) 
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0.8 

0.6 

1.25 

0.4 

0.2 

Fig. 3 Temperature profiles: Pr = 0.72; e = 0.8 

1.0 r~ 

0.75 

e 
0.5 

0.25 

he— £ = 0.05 

/ /V—0.2 5 

\ *\ 

^Asymptotic 

^ 

Pr=.72 

€=1.25 

1.0 2 . 0 3.0 

0! = 0 (38) 
(Cont.) 

= lAfl' 3C, 

The expansions for large y* can now be considered complete. 
Having both the inner and outer expansions, the velocity and 

temperature profiles in the neighborhood above the discontinuity 
can be written as: 

Hi 
12 

£[/<,' + SA' + ¥h' + 

d = 1 + e[g0 + fa + >?Qi + ...} 

(39) 

Fig. 5 Temperature profiles: Pr = 0.72; 6 = 1.25 

for small y* and 

Zi o! 

-ft + i rP* + ir «** + ••• 

(40) 

for large y*. Detailed calculations have been made for a broad 
range of values of e for both Prandtl numbers of 0.72 and 10.0. 
Figs. 2-5 show the profiles for representative values of e of 0.8 and 
1.25 for Prandtl number of 0.72. 

0.3 

0.2 

O.I 

^ — c 

II J< 

x/£=0.25 

\V—" 

Pr=.72 

€= 1.25 

rofiles 

1.0 2.0 3.0 4.0 

Fig. 4 Velocity profiles: Pr = 0.72; e = 1.25 
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1.2 

0.8 

e 
0.6 

0,4 

0.2 

/% 

t 

\ S\ 

5chetz 8 
Exp. \ 

Eichho 
/alues 

i 

Pr=.72 
€ = 1.99 

C = o 

rn 

.414 

• 

i v 

1.0 2.0 

Heat Transfer 
Prom equation (39) for d the local wall heat flux may be 

evaluated by using Fourier's heat-conduction law at y = 0, thus: 

'o'(O) + 0,'(O) + fo'(O) 
qm 3H'(0) { £ 

1 
II -

3H'(0) 
^oo'(O) 

(41) 

+ Z10'(0) + - Zn'(0) + 4 Zlt'(0) 

+ f ZW\Q) + ~ Z21'(0) + —, Zn'(P) + ^»'(0)]j 

where qm is the heat flux with the wall maintained at temperature 
Tw, and 

qm = — 
fc(r„ - r .) /GrA1/! „, 

fl-'(O) 

Fig. 6 Comparison of calculated and experimental temperature profile 
Pr = 0.72; e = 1.99 

Since the functions Zk are universal functions of f], dependent only 
on Prandtl number, the terms Zk'(0) in equation (41) are con
stants for any given Prandtl number (see Table 1). Therefore, 
for a given Prandtl number and e, equation (41) for the heat-flux 
ratio is a simple polynomial function of £. 

Fig. 7 Wall-heat-flux variation: Pr = 0.72 

Journal of Heat Transfer 

0 0.2 0.4 0.6 0.8 1.0 

Fig. 8 Wall-heat-flux variation: Pr = TO.O 
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Fig. 9 Comparison of calculated wall-heat-flux variation with experi
mental and numerical results 

Results and Discussion 
Velocity and temperature profiles for Prandtl number 0.72 

and for e values of 0.8 and 1.25 are shown in Figs. 2-5. Each 
of these figures includes the asymptotic similar profiles which 
prevail immediately below the discontinuity and at large dis
tances above the discontinuity. The velocity profiles show a 
tendency to be too high. This is especially true for the case of 
e = 1.25. Fig. 4 shows the tendency of the inner expansion to 
underestimate the velocity maximum while the outer expansion 
overestimates. I t is felt that the validity of the expansion for 
the velocity profiles for e = 0.8 and both Prandtl numbers is re
stricted to values of £ less than about 0.25 while for e = 1.25 the 
validity seems to be restricted to | less than 0.1. 

The temperature profiles all show the severe gradients charac
teristic of this type of discontinuity. Fig. 5 for e = 1.25 shows 
the reversal in temperature gradient which would be expected 
from lowering the temperature of the upper portion of the plate 
below that of the lower portion. This indicates the fact that the 

fluid in a small region above the temperature discontinuity must 
transfer heat to the plate in order to adjust to the discontinuity. 

Fig. 6 is a comparison of the temperature profile obtained by 
the present asymptotic expansions with the experimental work of 
Schetz and Eichhorn [1]. The agreement with the experiment 
is quite good. The dotted line is a faired curve joining the inner 
and outer expansions. I t should be noted that the relatively 
large values of e = 1.99 and £ = 0.414 are a severe test of the 
convergence of the asymptotic expansions. The comparison 
with the experiment indicates that the temperature profiles are 
valid over a much larger range of e than are the velocity profiles. 
This seems reasonable in view of the fact that the discontinuity is 
a disturbance in temperature and therefore the temperature profile 
is directly affected while the velocity profile is affected indirectly 
through the temperature profile. 

Figs. 7 and 8 give the heat-transfer results in the form of 
Qwi/qm, as a function of x, for both Prandtl numbers. Here qWi is 
the local heat-transfer rate and qm is the local heat-transfer 
rate that would obtain if the plate were maintained at Tm. 
Both sets of curves are for a broad range of values of e. The 
effect of Prandtl number is clearly seen by comparing Figs. 7 
and 8. From these figures it can be seen that the region of re
versed heat flux is smaller for Prandtl number 10.0 than for 
Prandtl number 0.72. This indicates that the higher-Prandtl-
number fluid responds to the temperature change in a shorter 
distance. This appears reasonable in view of the thinner thermal 
boundary layer in the higher-Prandtl-nirmber fluid. Fig. 9 is a 
comparison of the present heat-transfer results with the experi
mental results of Schetz and Eichhorn [1] and with the numerical 
work of Hayday et al. [2]. The agreement is, in general, quite 
good. I t should be noted again that for a given Prandtl number 
and e the heat-transfer rate as a function of x is in the form of 
a very simple polynomial, the coefficients of which are obtained 
from the universal functions. With the universal functions ob
tained in the present work and the wall values provided in Table 
1, the heat-transfer results for Prandtl numbers of 0.72 or 10.0 can 
be obtained very easily for any value of e and £. 
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Surface Temperatures and leaf Fluxes 
Associated With the Evaporation of a Liquid 
Film on a Semi-Infinite Solid 
The boundary-value problem associated with the evaporation of a thin liquid film from 
a thick surface is presented in terms of several dimensionless parameters. A numerical 
solution is presented for a particular limiting case and the result is used to suggest cri
teria for determining the significance of thin-film evaporation in saturated pool boiling. 

Introduction 

L IFTER MANY years of investigation, two basic models 
of the surf ace-to-liquid heat-transfer mechanism in nucleate pool 
boiling have evolved. In the older model the development, 
growth, and departure of a bubble from the solid-liquid interface 
disturbs the thermal boundary layer and the resulting intimate 
contact between the cold liquid and the hot surface produces 
large heat-transfer coefficients. • The bubble growth is thought 
to occur primarily by evaporation from the surrounding mass of 
superheated liquid in the boundary layer. The primary heat 
flow is from solid surface to cool liquid to vapor bubble in a re
peated cycle as bubbles are generated on the surface. The total 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOURNAL OP HEAT TKANSFEK. Manuscript 
received by the Heat Transfer Division October 13, 1969; revised 
manuscript received August 17, 1970. Paper No. 71-HT-C. 

heat-transfer rate in this model is governed by the solid-to-liquid 
transfer and the liquid-to-vapor transfer. The bubble growth 
rate controls the frequency of bubble formation and therefore 
limits the overall process. A discussion of a model of this type 
is given by Mikic and Rohsenow [1]. ' 

The second model, the evaporating-film model, attributes a 
significant portion of the total heat transfer during each bubble 
cycle to the rapid evaporation of a thin liquid film formed between 
the vapor bubble and the solid surface as the bubble grows. 
The heat-flow path is from solid surface through the evaporating 
film to the vapor bubble. Evidence of the formation of such a 
film has been presented by several investigators, including Sharp 
[2], Cooper [3], Cooper and Lloyd [4, 5], and Jawurek [6], but the 
significance of such a process in the determination of the overall 
heat flux has not been established. In either model bubble 
growth is a significant process since it controls the number of 
heat-transfer cycles per unit time and thereby controls the overall 

1 Numbers in brackets designate References at end of paper. 

c = specific heat (Btu/lb,„ deg R) 
H = heat-transfer coefficient (Btu/hr 

ft2 deg R) 
hfg = latent heat (Btu/lb„) 

fc = thermal conductivity (Btu/hr ft 
degR) 

Q = heat flux (Btu/hr ft2) 
R = specific gas constant (ft2/hr2 deg 

R) 
T = temperature (deg R) 
t = time (hr) 

x = coordinate (ft) 
a = thermal diffusivity (ft2/hr) 
e = a constant 

5 = liquid-film thickness 
(6), (7) 

p = density (lb„/ft3) 

Subscripts 
AV = average 

s = solid 

L = liquid 

P = peak or maximum 

v = vapor 
0 = at time zero 
T = total elapsed time 

(ft), equations 

M = time for complete evaporation 

Dimensionless Groups 
B = 

C = 

K = 
X = 

e = 
5 = 

4> = 

* = 

parameter 

[(pvS0/4aspL)VsR(T0 - TV)M 
thermal-capacity ratio [psct(To — 

r,)/pA,l 
thermal-conductivity ratio {kL/h8) 
dimensionless space coordinate (x/ 

do) 
dimensionless time (ast/80

2) 
dimensionless film thickness (5/So), 

except equations (6), (7) 
dimensionless temperature dif

ference \(T - TV)/(T„ - T,)] 
parameter [TJ{T0 - Tv)} 
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Fig. 1 Micro layer evapora t ion model 

heat flux. If the first model is correct, the heat transferred per 
cycle is governed bj ' the transient conduction process which is 
initiated when the cooler fluid comes into contact with the surface 
as each bubble departs from the surface. If the second model is 
correct, the heat transferred per cycle is governed by the evapora
tion of a thin liquid film formed beneath the bubble as it grows. 
In view of the successful correlations based on the first model and 
the experimental evidence supporting the thin-film model, it is 
natural to question the significance of thin-film evaporation even 
if it does, in fact, occur. 

Model of Thin-Film Evaporation 
With reference to Fig. 1, the evaporation of a one-dimensional 

superheated film of liquid from a thick solid surface into a 
saturated-vapor region can be formulated as 

&T,(x, I) _1_ bT,(x, t) 

a. 5.T.2 bt 

WTL(x, t) _ \_ bTL(x, I) 

dx* aL bt 

Th(0, I) = T,(0,I), 

(1) 

(2) 

(3) 

da; 

bT,(0, I) 

dx 

lim T,(x, I) = T,(x, 0), 

*L 
bTL(S,t) 

dx 

b8(t) ' 

bt 
Pv 

4Pl 

- u (i 

V8* 
I1 T 
T.(x 

Tiix 

L K 

(Vs 

0) = 

0) = 

U, l) 1 

' t ( - « , 0 

T*{x), 

TL0(x). 

b8 

dt' 

(4) 

(5) 

(6) 

V'l\), (7) 

(8) 

(9) 

If the thermal capacity of the liquid film is neglected, if the 
initial temperature distribution in the solid and liquid is assumed 
to be constant, and if the first term on the right in equation (6) 
is assumed to be small, the problem can be reformulated in dimen-
sionless form as 

b^s(X, 6) b<t>.(X, 6) 

bX2 dd 

lim (j>,(X, 6) = 1, 

*.(-Y, 0) = 1, 

&0.(O, B) = 4,(0, 8) - 4>L(-8, 6) 

bX ^ 5(0) 

d & ( M ) _ 1_ bS(d) 

bX ~ C ' bd ' 

b8(0J 
bd 

= B (V<t>L(-S, 0) + ^ - v V ) . 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

Two special cases of this problem have been presented in the 
literature. Dzakowic and Frost [7] presented a solution in 
which the temperature at the interface between the liquid and 
vapor was assumed to be equal to the temperature at the interface 
between the solid and liquid, i.e., they neglected the thermal re
sistance of the liquid film. This corresponds to the formulation 
given above if B -*• 0 or \// -*• co. 

The other special case assumes the interface temperature be
tween the liquid and vapor is equal to the vapor temperature, 
i.e., the temperature drop at the liquid-vapor interface is ne
glected. This corresponds to the formulation above if B —*• <r> 

1.0 

co 
CO 
IJU 
z 
•X. 
o 

.5 — 

-J .4 — 

o 
CO 

1 .2 

.1 

O.O. 

^z^^^^^z 
.^0\^\ 
\ \ X N 

\ \ \ 

\ \ \ 
\ \ 

\ \ 

\ \ 
CONDUCTIVITY K='\.05 \.02 
RATIO \ \ 

I 1 1 111 1 1 1 

~~~~~~--^I """" ^ HEAT CAPACITY C = 0.05 W ^ \ 
\ \ \ \ 

\ \ \ 

\ \ \ 
\ \ \ \ 

\ \ \ \ 

\ \ \ ' 
\.OI 1.005 1.002 

1 I I I 1 1 l l 1 1 1 

RATIO 

.001 1.0005 

1 . ll 1 1 1 I I I I 
100 1000 10,000.0 

6 - DIMENSIONLESS TIME 

100,000.0 

Fig. 2 Dimensionless film thickness vs. dimensionless time, C — 0.05 

358 / N O V E M B E R 1 9 7 1 Transactions of the ASME 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



^ ^ ^ - ^ ^ ^ ^ 

HEAT CAPACITY C = O.I > 
RATIO 

. CONDUCTIVITY K = 
RATIO 

1 1 1 1 1 1 1 1 

\ .05 Vo2 

i 11 

"VoT 

II M I 

1.005 

1 

X 

T.002 \ 

1 I 

\ P 0 0 2 

\ .0005 

001 V" 

M M 
100 1000 

8 - DIMENSIONLESS TIME 

Fig. 3 Dimensionless film thickness vs. dimensionless l ime, C = 0.1 

10,000 

100 1000 

B - DIMENSIONLESS TIME 

Fig. 4 Dimensionless film thickness vs. dimensionless time, C — 0.2 

I0P00 

1.0 

=!.6 

2 3 

_ ^ _ ^ _ = ^ ^ 

" \ ^ \ ^ \ 

\ \ \ N 
\ \ \ 

\ \ \ 
\ \ \ 

- \ \ \ 
CONDUC - \ \ 
TIVITY K • \ .05 \.02 
RATIO \ 1 

1 ll 1 M i l l 

^ — ^ ^ — - ^ 

" \ ^ \ ^ \ 
\ \ \ 

\ \ \ 

\ \ \ 

\ \ \ 

\ \ \ 
\.0I 1.005 1.002 

1 1 1 
I I I M I N I 

HEAT CAPACITY 
~ \ . C = 0.5 

\ \ 

\ \ 

\ \ 
\ \ 

.001 \.00Q5 1.0002 

1 \ 
1 1 1 1 I I I I 

10 100 1000 

B - DIMENSIONLESS TIME 

Fig. 5 Dimensionless film thickness vs. dimensionless time, C — 0.5 

10,000 

Journal of Heat Transfer N O V E M B E R 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///P002


I l l a: 

Si 

LlJ 
H-
Lli 

9 
f£ 

CO 

8 -4 
3 
z g 
at 
s 
s 

o.o 

HEAT CAPACITY 
RATIO 

i i > 1 i i i i 

^ ^ 

C*0.05 \ 

CONDUCTIVITY 
RATIO 

i i h n i 

K« \ 0 5 

i I . I 

Y02 

III , r J 

Voi 005 

i i 1 

.002 

i i i i 

^ 

.001 
.0005 

1.0 10.0 10,000.0 100.0 1000.0 

Q - DIMENSIONLESS TIME 

Fig. 6 Dimensionless surface temperature vs . d imensionless t ime, C = O.OS 

i I il i i 111 i 11 i II.J i i 11 i l i i I i i i i 

1000.0 10,000 

8 - DIMENSIONLESS TIME 

Fig. 7 Dimensionless surface temperature vs . d imensionless t ime, C = 0.1 

10.0 100.0 1000.0 

e - DIMENSIONLESS TIME 

10,000.0 

Fig. 8 Dimensionless surface temperature vs . d imensionless t ime, C = 0.2 

360 / N O V E M B E R 1971 Transactions of the AS ME 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



LUI.O 

ac 

ac 

It! -8 
s 
UJ 

UJ 

8 ' 
o: 
3 
to. 
CO 4 
CO * 
UJ 
-J UJ 
I o 

I 

•fllf 10 10.0 

CONDUCTIVITY 
RATIO 

HEAT CAPACITY 
RATIO 

1 J 1 1 1 1 . 1 1 

K*SX>5 \ . 0 2 

C=0.5 

1 I' 1 '1 III 

\ 01 .005 

1 1 1 

.002 

l l l l 

.001 .0005 

1 1 1 

OOC 

l l l l 

I 
2 

l l l l l l l l 
100.0 1000.0 

8 - DIMENSIONLESS TIME 
10,000 

Fig. 9 Dimensionless surface temperature vs. dimensionless time, C = 0.5 

0.1 

o 
tar 
§ 0.01 

C
O

N
D

U
C

TI
V

IT
Y

 
o

 o
 

o
 

k 

0.0001 

'E 

-

• 
-

-

" l 1 MM 

HEAT CAPACITY 
RATIO 

1 I I 1 I I i I 

C = \ L O 

1 1 

\ 0 . 5 ^ 

-l 1 l l I 1 

v0.2 \ ) . l 

1 1 

\ 0 . 0 5 

i 1 i i 11 i i i 1 i i 11 
10 100 1000 10,000 

9 - DIMENSIONLESS EVAPORATION TIME 

Fig. 10 Conductivity ratio vs. dimensionless total evaporation time 

100,000 

and \p -»- 0. The latter approximation was used by Cooper and 
Lloyd to determine the initial film thickness from measurements 
of the surface-temperature fluctuations. Either approximation 
may introduce significant error into the complete solution since 
each one underestimates the total thermal resistance between the 
solid surface and the vapor. In general, the first approximation 
will introduce significant errors for thick films and the second will 
be in error for thin films. 

A complete parametric study of the problem as defined by equa
tions (10)-(15) is not feasible because of the large number of 
variables involved. A solution for the surface temperature as a 
function of time would involve <f>s, 6, K, C, B, and \p. If the 
second approximation is adopted the solutions will involve only 

<t>s, d, K, and C and the influence of K and G on the evaporation 
process can be determined. The resulting equations, 

d W X , 6) WAX, 9) 
dX2 50 

lim <t>,(X,d) = 1, 

&(X, 0) = 1, 

WMd) 
dX 

= K 
8(6) ' 

(16) 

(17) 

(18) 

(19) 
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a<ft.(0,fl) _ 1_ d8(6) 
~ c dX be 

(20) 

have been solved by a simple explicit numerical technique for 
values of 0.05 < K < 0.0002 and 0.05 < C < 0.5. The results 
are shown in Figs. 2-9 with (j>s and 5 shown as functions of 6. In 
the numerical solution the boundary condition specified by equa
tion (17) was replaced by 

dX 
= 0, (21) 

where 

X' = 10 if 2/C < 10, 

X' = 2/C if 2/C > 10. 

Figs. 10 and 11 show the time required for complete evaporation, 
6M, as a function of K and C. 

In determining the significance of the evaporation process to 
boiling, the quantity of interest is the average heat flux during the 
complete evaporation cycle. This quantity, Q, can be determined 
from the amount of liquid evaporated from the film. A simple 
dimensionless heat-flux ratio can be formed as 

(1 
6T 

-8) 

•K-C 

1 

Qo BT-K-C 

if 6T < i 

if eT > 

(22a) 

(226) 
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where 

Qo 
. kL(T,(0, 0) - r„) 

(22c) 

The dimensionless average heat flux, (Q/Qa) is shown as a 
function of 8T, K, and C in Figs. 12-15. 

Discussion of Results 
For a limited range of values of C and K the time required for 

total evaporation of the film can be determined by 

0.5 _ 

K-C' 
0.0001 < K < 0.01; 0.05 <C< 3. (23) 

drop associated with the evaporation of a particular dim may be 
expected to increase with increasing values of K and with decreas
ing values of C. The relation between expected surface-tempera
ture drop, C, and K cannot be obtained directly from the nu
merical results because the formulation of the problem requires 
that 4>s -*• 0 as 6 -*• 8M. This is obviously not true in a real 
situation. 

Application to Saturated Pool Boiling 
If thin-film evaporation is to be considered the dominant, 

process in nucleate boiling the initial film thickness must be such 
that the average heat flux during a complete bubble growth cycle 
is equal to or greater than the peak heat flux. Thus, for film 

Examination of Figs. 6-9 shows that the surface-temperature evaporation to be the dominant heat-transfer mechanism, 
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0_>Qp (24) 

where Q/Qo is based on the temperature difference, initial film 
thickness, and bubble period near the peak heat flux. This 
criterion is arbitrary but seems reasonable in view of the limited 
experimental data available at the present time. 

The application of equation (24) to a particular saturated-pool-
boiling situation requires a simultaneous independent measure
ment of film thickness, bubble period, and surface temperature 
near the peak heat flux. Unfortunately, this type of data is not 
readily available in the literature. 

A test for significance might be somewhat less rigid. For ex
ample, 

9L 
Qo 

> e 
Qo 

(25) 

might be used as a criterion of significance with 1 > e > 0 and 
with Q/Qo to be evaluated at any point of interest on the boiling 
curve. The value chosen for e is arbitrary and would depend on 
the experimental procedure employed in the determination of the 
film thickness and bubble period. Considering the great vari
ability of data and correlations for bubble periods and the other 
boiling parameters, it seems that any determinations of signifi
cance must be based on complete data from a single system. 

Conclusions 
1 The dimensionless time (6M) required for the complete 

evaporation of a thin liquid film decreases with increasing values 
of the conductivity ratio K and the thermal capacity ratio C. 

2 The surface-temperature drop associated with the evapora
tion of a thin liquid film increases with increasing K and with de
creasing value of C. 

3 Additional data relating film thickness, bubble growth 
period, and other system parameters are required to determine 
the general significance of the thin-film evaporation process in 
pool boiling. 
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Interaction of a Heated Jet With a 
Deflecting Stream 
An experimental investigation of the interaction of a heated jet with a deflecting flow has 
been performed in a wind tunnel. The secondary {jet) flow is introduced at angles of 
90 and 35 deg to the mainstream flow direction. Visualization studies using tufts of 
yarn and a carbon dioxide-water fog are reported. Temperature profiles in the inter
action region are presented for blowing rates (ratio of mass flux of injected gas to mass 
flux of free stream) from 0.1 to 2.0 for normal injection and at blowing rates of 1.0 and 
2.0 for 35 deg injection. Velocity and turbulence-intensity profiles are reported for 
normal injection at blowing rates of 1.0 and 2.0. 

I 
Introduction 

I HE INTBEACTION of a subsonic circular jet with a 
subsonic deflecting stream has recently been the subject of re
newed interest. This type of flow configuration exhibits many 
features such as production of large-scale eddies and high levels of 
turbulence including flow reversal which are of interest in basic 
fluid dynamics. In addition, there are a number of applications 
of this type of flow, such as film cooling, mixing of two fluid 
streams, and impingement cooling. I t is of interest to note that 
these different applications have different desideratums in terms 
of the path of the jet. Thus, in film cooling it is of interest that 
the jet remains as close as possible to the wall from which it 
issues. In mixing of two streams it is usually desirable that the 
jet mixes fully and uniformly with the main flow. With im
pingement cooling the jet should penetrate across the flow and 
spread itself out on the surface opposite that from which it is in
jected. 

The present paper reports on the experimental results of an 
investigation which is concerned with film cooling utilizing in
jection of air through circular holes into an air mainstream. The 
overall aim is to obtain a better understanding of film cooling. 

In order to accomplish this it is necessary to study the more 
fundamental process by which fluid jets interact with main
streams in the neighborhood of solid surfaces. With further 
understanding of the basic processes the ability to predict film 
cooling as well as the other applications mentioned above should 
be greatly enhanced. 

The study reported herein concerns primarily the interaction 
of a jet with the flow stream. Results are reported of flow-visual
ization studies, temperature measurements in the flow field for 

1 Presently with Honeywell Inc., St. Paul, Minn. 
Contributed by the Heat Transfer Division and presented 

at the ASME-AIChE Heat Transfer Conference, Tulsa, Okla., 
August 15-18, 1971. Manuscript received by the Heat Transfer 
Division January 11,1971. Paper No. 71-HT-2. 

heated injection, and velocity measurements in the flow field for 
an unheated jet. A turbulent boundary layer exists on the wall 
through which the jet exits, and this wall is designed to be 
adiabatic. Temperature profiles are reported for blowing-r-ate 
parameters from 0.1 to 2.0 for normal injection, and blowing rate 
parameters of 1.0 and 2.0 for 35 deg injection. Velocity and tur
bulence-intensity profiles are obtained at blowing-rate parameters 
of 1.0 and 2.0 for injection of an unheated jet perpendicular to the 
mainstream. 

Review of Previous Studies 
The flow field following injection from a single hole into a 

mainstream has received considerable attention. Lee [1]2 pre
sents a brief review of the literature. A qualitative description of 
the interactions which occur and the shape of the flow field is 
presented by Keffer and Baines [2] and Abramovich [3]. A flow 
diagram for a secondary flow entering through a circular tube 
normal to the free stream is presented in Pig. 1, based on the dis
cussions in [2] and [3] and on flow-visualization results of the 
present study. As the jet of fluid leaves the surface it retards the 
main flow along the upstream side of the jet causing an increased 
pressure. At the downstream side of the jet a rarefaction occurs. 
This pressure difference provides the force necessary to deform 
the jet. Jordinson [4] has compared this flow to that around a 
porous cylinder with suction. The jet takes on a "horseshoe" or 
"kidney" shape. Abramovich [3] explains this deformation of 
the jet 's cross section by the character of its interaction with the 
deflecting flow. Because of the intensive intermixing of the jet 
with the deflecting flow, a turbulent layer quickly develops 
around the periphery of the jet. The slower peripheral particles 
of the jet are more forcefully bent away from the initial direction 
than the higher-velocity particles of the core and are moved along 
more-curved trajectories by the deflecting flow leading to the 
horseshoe shape. The deflecting flow and circulatory zones 
cause the particles of the jet to branch out more and more from 

'• Numbers in brackets designate References at end of paper. 
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the plane of symmetry. Consequently, the legs of the "horse
shoe" move apart. This gives rise to additional circulatory or 
vortex motion in the jet. The action of the vortices augments the 
entrainment of fluid, causing internal circulation and large-scale 
mixing within the jet. 

The deformation and turning of the jet is strongly affected by 
the mass-velocity ratio or blowing rate, M. In general, the 
larger the blowing rate the farther the injected fluid penetrates 
into the main flow. With normal injection at blowing rates up 
to approximately 4 the potential core of the jet (the region where 
the velocity is equal to the initial jet velocity) is deflected by the 
pressure field [2]. At still larger blowing rates the potential core 
is conical with the apex almost directly above the center of the 
jet orifice. 

Experimental studies to determine the flow conditions with iso
thermal mixing of a jet and mainstream of the same fluid are de
scribed by a number of investigators [1-5]. In these investiga
tions the fluid jet is injected normal to the mainstream and at 
blowing rates greater than or equal to two. Gordier [5] used 
water while in the other investigations air was used. The gen
eral shape of the deflected jet axis is essentially the same in the 
various investigations [6]. The measured height of the jet axis 
using air as the working fluid agrees with an empirical equation 
within approximately 10 percent in air tests [2, 4], while the jet 
is about 20 percent higher in a study in which water was used [5]. 
The greater penetration in the water experiments may be due to 
the relatively thick mainstream boundary layer which was 
present. 

One semi-empirical analysis [3] for the position of the jet axis 
in a deflecting flow consists of a force balance on the jet using 
measured jet cross sections and expansion rates and an empirical 
aerodynamic force constant. Proper selection of empirical con
stants yields reasonable agreement with experimental data for a 
distance of approximately three or four diameters from the point 
of injection. The distortion and deflection of a normal jet due 
to dynamic pressure forces acting on it during the first diameter 
of travel have also been calculated [7]. Potential flow is assumed 
and the pressure distribution about the jet at the plane of egress 
is assumed identical to that about an infinite cylinder of the same 
diameter in an air stream at the same Reynolds number. The 
path of the jet axis is then determined by extrapolating the de
flection curve. Fair agreement is indicated [7] with experiment 
for approximately three diameters downstream of the injection 
location. 

Extensive studies of the penetration of heated air jets into de
flecting air streams have been conducted by NACA. The jets 
are introduced at considerably higher temperatures than the 
main flow (160 to 185 deg C), and the depth of penetration is 
sensed with a temperature probe. The first investigation [8] 
reports the penetration of a circular air jet directed perpendicular 
to the deflecting flow. The penetrating depth of the upper edge 
of the jet, defined as the height above the wall at which the tem
perature of the jet exceeds the temperature of the mainstream by 

about y 2 deg C, is empirically correlated as a function of density 
and velocity ratios of the jet and mainstream flows. The corre
lation is improved by the inclusion of the orifice coefficient [9] in 
defining an effective orifice diameter [10]. Studies of depth 
penetration from circular, square, and elliptical orifices [10] indi
cate the penetration depth is greatest for square orifices and low
est for circular orifices. Gordier [5] compares his results for the 
location of the upper edge of the jet, as determined from visualiza
tion studies, with the results of [10] and finds good agreement. 
Temperature profiles are measured for perpendicular injection 
[11] and for angles of 90, 60, 45, and 30 deg to the main flow [12]. 
The tunnel used for the NACA experiments is quite narrow and 
most of the data are taken at downstream positions where the jet 
has expanded to the side walls. This confinement of the jet by 
the side walls may strongly affect the shape of the measured pro
files and the penetration depth. 

A question arises as to the scaling parameter that best corre
lates the phenomena associated with a heated jet deflected by a 
cross flow. The present paper presents the results of the experi
mental study as a function of the blowing parameter, M = 
piUi/paUa,, which has often been found useful in correlating film-
cooling results. This parameter would be expected to be sig
nificant as it is proportional to the relative enthalpy flux of the 
entering jet. Abramovich, on the other hand, uses the momen
tum-flux ratio, p-JJi't/paJJtJ to characterize the trajectory of a jet 
in a cross flow. In the present stud}', only small density dif
ferences exist between the jet and mainstream flows and conse
quently the relative importance of the blowing parameter, M, 
and the momentum-flux parameter cannot easily be differentiated. 

In reference [6] a "heat-sink" model is used to predict the tem
perature distribution downstream of the injection location for low 
blowing rates. Application of the model to experimental results 
indicates that at low blowing rates the temperature distribution 
is well characterized by the use of M, which, along with the tem
perature of the injected gas, defines the enthalpy flux of the jet. 
At higher blowing rates the model breaks down primarily due to 
the added jet penetration. Thus, one expects that as the blowing 
rate increases, the momentum flux is also a significant parameter, 
although the relative enthalpy deficit, proportional to M times a 
specific heat ratio, should be included as well. 

An experimental investigation has been carried out at the 
University of Minnesota to determine adiabatic wall-temperature 
distributions with injection of air through a discrete circular hole 
into a turbulent boundary layer of air on a flat plate [13, 14]. 
These experiments are conducted for a range of blowing-rate 
parameters from 0.1 to 2.0 with an air jet entering at an angle of 
either 35 or 90 deg to the main flow. Basic trends for the two 
injection angles are found to be similar with differences occurring 
only at large injection rates. The dimensionless adiabatic wall 
temperature or effectiveness (8^/82) reaches a maximum for a 
blowing-rate parameter of approximately one-half. Injection at 
an angle of 35 deg yields considerably higher film-cooling effec
tiveness, especially at larger blowing rates. 

-Nomenclature-

D = diameter of injection tube U12 = 
M = blowing rate parameter, M = 

PtUi/pJJ„ X = 
T = temperature 

Ti = temperature of secondary in- Yj = 
jected air 

Tm — mainstream temperature Y = 
U = velocity 

U2 = average air velocity in injection 
tube Z = 

U„ = mainstream velocity 
V = time-average velocity ft = 
Ui = fluctuating component of velocity 

in the direction of U 

time-average value of the square 
of the velocity Mi 

distance downstream of injection 
hole, see Fig. 1 

vertical position of maximum 
velocity at Z — 0 

distance normal to tunnel floor, 
referenced to injection hole, 
see Fig. 1 

lateral distance from injection 
hole, see Fig. 1 

angle between the direction of in
jection and the direction of the 
mainstream in the X-Y plane 

temperature difference; 8 = T — 

T 

temperature difference; 82 = T% 

adiabatic wall temperature minus 
mainstream temperature 

maximum 8 for a given tempera
ture profile 

the value of 8 at the wall 

density 

density of secondary air 

density of mainstream 
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Fig. 1 Sketch of half-jet based on tuft observations 

Apparatus and Operating Conditions 
Wind Tunnel. The present investigation is carried out in a sub

sonic wind tunnel capable of air velocities of up to 70 mps (meters 
per second) in the test section. The main flow of air, drawn 
from the room, passes through an entrance section, test section, 
and diffuser. I t then flows to the blower, from which it is 
discharged through a silencer to the outside. The tunnel is 
described in detail in references [6, 13, 14], 

The test section of the wind tunnel is 20.3 cm X 20.3 cm in cross 
section. The mainstream turbulence intensity in the absence 
of secondary flow is approximately 0.5 percent at a mainstream 
velocity of 30 mps. A 0.064-cm-dia boundary layer trip wire is 
located on the bottom wall of this segment approximately 3.8 cm 
downstream from the end of the contraction section. The 
downstream end of the injection tube is about 20 cm from this 
trip with the normal injection tube, and about 45 cm for the 35 
deg tube. The injection of the secondary air is through a 2.35-
cm-ID stainless steel tube approximately 1 m long. Fully de
veloped turbulent flow is present at the tube exit. The secondary 
air temperature, Tt, is taken as that measured by thermocouples 
attached to the injection tube at positions il/i and 6 diameters 
upstream of its end (both of which indicate the same tempera
ture). 

The test section downstream of the injection location contains 
thermocouples for measuring wall-temperature distribution 
downstream of the injection. The bottom wall is an adiabatic 
test plate designed according to the following considerations: I t 
should have a rapid thermal response and it should be adiabatic 
including low conduction in all directions parallel to the plate 
surface. I t consists of a 0.32-cm Textolite plate thinned to 0.16 
cm at the thermocouple locations, backed by approximately 5 cm 
of Styrofoam insulation. 

Probes. The temperature probe to survey the air stream con
sists of a thermocouple stretched across two supports. The 
junction is made large (0.13-cm diameter or approximately 10 
wire diameters) in order to minimize conduction effects in the 
three-dimensional temperature field investigated. The reference 
junction for the probe is located on the wall of the tunnel test 
section at a point upstream of the injection which is at main
stream temperature and not affected by the secondary flow, so 
that the probe indicates the temperature difference between the 
large junction and the mainstream. A traversing assembly for 
the probe provides movement in the axial direction and in the 
dii'ection normal to the adiabatic test plate. The lateral position 
of the probe, relative to the injection location, is varied by 
moving the injection section of the tunnel. 

A hot-film probe with a 0.025-mm-dia X 0.51-mm-long sensor 
is used for velocity measurements. The probe is operated by a 
constant-temperature hot-wire anemometer system which, in 
addition to maintaining the sensor at constant temperature, pro
vides a signal-monitoring voltmeter. The probe is calibrated in 
the tunnel in the absence of secondary flow by measuring the 
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free-stream velocity using a total-pressure probe as reference. 
The turbulence intensity in the flow field is also measured using 
the hot-film probe anemometer. 

Tunnel Operating Conditions. The tunnel operating conditions 
are basically the same as those used earlier [13]. These are: 
(a) a fully developed turbulent boundary layer on the test surface 
in the absence of secondary flow, (b) mainstream velocity of 
either 30 or 61 mps, (c) boundary layer displacement thickness at 
the 90 deg injection location of 0.09 cm and 0.07 cm for 30 and 61 
mps respectively and at the 35 deg injection location of 0.14 cm 
and 0.12 cm for 30 and 61 mps respectively, (d) fully developed 
turbulent pipe flow at the end of the injection tube in the ab
sence of primary flow, (e) a uniform temperature distribution at 
the end of the injection tube in the absence of primaiy flow, (/) 
injection air temperature approximately 55 deg C higher than 
that of the mainstream for temperature studies, (g) injection 
temperature approximately equal to that of the mainstream 
for velocity studies, and (h) steady-state conditions during the 
tests. 

The probe is positioned along the tunnel center line and the 
various lateral positions are obtained by translating the injection 
tube laterally relative to the tunnel center line. The distribu
tions are laterally symmetric, and usually the tube is only moved 
in one direction from the tunnel center line. 

Experimental Results 
Visualization Studies 

Tuft Study. A small tuft of yarn attached to the end of a thin 
rod was used to examine the flow field in and around the jet. 
A sketch of the observed field is shown in Fig. 1. As the jet 
enters it leaves a void (low-pressure condition) downstream of it 
which is filled by mainstream air moving around the jet. In the 
region near the wall and for a distance almost halfway around the 
jet the flow patterns look similar to what is found around a 
cylinder in cross flow. The flow continues around the jet and 
into the apparent low-pressure region on its downstream side. 

At a blowing rate of two, immediately downstream of the in
jection location the incoming mainstream air moves parallel to 
the floor of the tunnel and laterally with almost no component of 
velocity in the downstream direction. As the mainstream air 
moves toward the zero lateral position {Z/D = 0) it begins to 
move upward away from the wall, apparently being entrained by 
the jet. This region where the air enters in from the side and 
then moves vertically extends approximately two diameters 
downstream and is a region of extreme fluctuations. 

Approximately one diameter downstream, as the air moves 
vertically away from the wall it reaches a height where it turns 
upstream and reverse flow exists. At greater distances from the 
wall the flow changes from reverse to forward flow. The inclina
tion of the jet relative to the mainstream direction reaches zero 
between 2l/2 and 3 diameters from the wall. 

Farther downstream the flow, after rising from the wall, turns 
downstream rather than upstream and lateral components away 
from the center line are also observed, indicating the possible 
formation of vortices as suggested by previous investigators 
[2, 3]. I t is not possible to follow this circulation pattern away 
from the center line with the tuft since the outer portion of the 
vortex flow becomes overwhelmed by the main flow and the 
lateral velocities appear to diminish rapidly. At distances 
greater than two diameters downstream the lateral velocity com
ponents diminish with axial distance until at approximately 10 
diameters no lateral velocity is observable. 

Tufts were also used at a second blowing rate, M = 1. The 
trends observed were the same as those for the higher injection 
rate, the mainstream flow being drawn in to fill the void on the 
downstream side of the jet, this flow moving inward and then 
upward. Finally, depending on the axial position, the flow 
moves either upstream (reverse flow) or downstream and is then 
entrained by the jet. The principal difference between the flow 
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b: exposure time sec
BLOWING RATE, M = 0.9

Fig. 2 Flow visualization of jot ontoring free stream

BLOWING RATE, M = 1
Fig. 2 Flow visualization of jet entering free stream

patterns of the two blowing rates is t.hat at the lower injectioll
rate the vertical components of velocity in all regions are smaller.

Table 1 shows the inelination of the flow in the X-Y plane as
determined from the tufts.

Photographic Study. In order to observe the jet as it interacts
with the mainstream, a carbon dioxide-water fog is injected
through the injection tube. The fog is produced by putting solid
carbon dioxide and hot water in a container fitted with a tube to
allow passage of the resulting fog to the injection tube and into
the tunnel. The mass flow rate is determined from the change in
weight of the dry ice-water container. A blowing rate of unity
was achieved by operating the tunnel with a mainstream velocity
of 15 mps. White marking tapes, see Fi·g. 2, are placed axially
down the center line (i.e., at Z/D = 0), partway across the span
at X / D = 1, and spanning the full width of the tunnel at X / D
= .j and X/D = 10.

Figs. 2(a) and 2(b), taken from above the jet, show the lateral
spreading of the jet to be quite limited. Figs. 2(c) and 2(d),
taken from the side and downstream of the incoming jet, show
the penetration and turning of the jet. Note t.hat at shorter ex
posure time, '/1000 sec, the jet is irregularly shaped and intermit
tent., indicating large-scale eddies. To insure that the intermit
tency pictured is due to the interaction between the jet and main
stream and is not introduced by irregularities in t.he secondary
flow syst.em, t.he top of the tunnel was removed and pictures taken
at 1/1000 sec of the jet in stilI air. These pictures indicate no
irregularities in the jet flow.

Temperature Distribution. Temperature profiles are presented in
terms of the dimensionless temperature ratio (J/(J, for injection
normal to the mainstream at blowing rates of 101 = 0.1, 0.5, 1.0,
and 2.0. A mainstream velocity of 61 mps is used for 101 = 0.1
and 30 mps for the other blowing rates. Check runs made for
101 = 0.5 at a mainstream velocity of 61 mps were found to
have temperature profiles similar to those obtained at 30 mps.
Temperature profiles al'e also obtained for two blowing rates (1.0
and 2.0) with injection at an angle of 35 deg to the main flow

Table 1 Angle of Inclination to the mainstream In the X-Y plane (deg) measured with tuft, Z/O = 0

X/D 3
o
5

20
30
45
30
25
20
15
10
5
o

101 = 2

X/D = 5
o
o
5

15
15
20
10
10
10
10
5
o

X/D = 10
o
o
o
5
5
5
5
5
5
5
5
o

X/D 3

o
7
4
o

101 = 1.
X/D = 5

o
o
2
o

X/D = 10

4
3
o
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90° INJECTION . Z/D=0 9 0 ° INJECTION : Z /D= 1.0 

Fig. 3 Temperature profiles for 90 deg injection angle, Z/D 

direction. The mainstream velocity for these tests is 30 mps. 
The temperature profiles at Z/D = 0 for normal injection are 

presented in Fig. 3. At M = 0.1, the lowest blowing rate in
vestigated, little or no penetration of the secondary air into the 
mainstream occurs. The maximum temperature occurs near or 
at the wall. As the jet moves downstream it spreads and the 
maximum temperature decreases. 

At a blowing rate of 0.5 the jet penetrates significantly into the 
main flow. AtX/D = 1.37 the maximum temperature occurs at 
a position 0.6 diameter above the wall. In addition to the in
creased penetration, the wall and maximum temperatures also 
increase in going from M = 0.1 to M = 0.5. As the jet travels 
downstream it spreads in such a way that the location of maxi
mum temperature moves closer to the wall. 

The profiles for the higher blowing rates, M = 1.0 and 2.0, in
dicate larger penetrations with increasing blowing rate. Note 
that for M = 1.0 the position of maximum temperature remains 
nearly constant in going from X/D — 1.37 to X/D = 3.06. 
Beyond X/D = 3.06 the location of the maximum temperature 
decreases somewhat with increasing axial distance as before. 
This is consistent with the previously described visualization 
study in which the use of tufts indicated that the jet is still moving 
slightly away from the wall at X/D = 3 and is essentially turned 
in the direction of the mainstream at X/D = 5. At the largest 
blowing rate investigated, M = 2.0, the jet penetrates sufficiently 
far into the main flow that the wall temperature is nearly un
affected by its presence. The position above the wall of the 
maximum temperature is found to increase with increasing axial 
distance for the entire range considered, consistent with the tuft 
measurements. 

The temperature profiles measured at a lateral position one 
diameter from the jet axis are presented in Fig. 4. Notice that 
for M = 0.1, the maximum temperature increases with axial dis
tance, due to the increasing lateral width of the jet as it move 
downstream. Comparing the profiles for the various blowing 
rates at Z/D = 1.0 shows that the lateral spreading of the jet 
increases with blowing rate. 

0 .2 .4 .6 0 .2 .4 0 ,2 .4 0 

0/0 , 

Fig. 4 Temperature profiles for 9 0 deg injeetion angle, Z/D — 1 

. » | f - i i i i r 
X/D • 1.37 
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o .2 .4 .6 a 

" I J I I | i i r 
X/0 • S.06 

* 0.2 L ^ 

pi I r~K I I T ^ l T N 

Fig. 5 Constant-temperature contours for 9 0 deg injection angle, 
M = 0.1 

The spreading effects can be better observed by presenting the 
data in the form of lines of constant dimensionless temperature, 
8/62, at a given axial plane normal to the tunnel floor. A number 
of these constant-temperature contours are presented in Figs. 
5-8. i 

At a blowing rate of M «= 0.1, Fig. 5, the constant-temperature 
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35° , M = 1.0 
Z/D=0 

Fig. 6 Constant-temperature contours for 90 deg injection angle, 
M = 0.5 

8/82=0.1 

0.4 0,8 1.2 
Z/D 

Fig. 7 Constant-temperature contours for 90 deg injection angle. 
At = 1.0 

Fig. 8 Constant-temperature contours for 90 deg injection angle, A1 = 2.0 

contours indicate smooth or regular spreading in both the vertical 
and lateral directions. Fig. 6 shows the effect of penetration of 
the jet for M = 0.5. At axial distances of 1.37 and 3.06 di
ameters downstream the highest temperature regions are seen 
to be in the air stream above the wall. At the position X/D — 
1.37 the jet appears to be starting to develop the characteristic 
kidney shape observed in previous velocity studies at higher 
blowing rates [2-5]. Fig. 7 shows a more pronounced kidney 
shape at X/D — 1.37 for M = 1.0. As the jet moves down
stream it spreads in such a way that the constant-temperature 
lines become nearly circular. Increasing the blowing rate to 
M = 2.0, Fig. 8, results in the jet penetrating sufficiently that it 
is almost totally above the wall. The contours indicate that the 
temperature of the air flowing next to the wall is only slightly 
affected by the jet. This air is very likely mainstream air which 
has moved around and under the jet. 

The constant-temperature contours also depict the effect of 
secondary injection on the adiabatic wall-temperature distribu
tion. At low injection rates the maximum temperature occurs on 

3 

o 

0 / 9 2 

Fig. 9 Temperature profiles for 35 deg injection angle, Z/D — 0 

the wall and along the center line. The limited amount of 
heated mass injected results in this maximum temperature being 
relatively low and causes it to decrease rapidly with increasing 
axial distance. Increasing the amount of injected air raises the 
wall temperature until a point is reached (approximately M = 0.5) 
where the increased penetration causes the jet to move away from 
the wall. The wall temperature then decreases with increasing 
injection rate. An injection rate is reached where the jet is 
totally above the wall and the wall temperature is close to the 
mainstream temperature. For injection normal to the main
stream this occurs at approximately M = 2. 

Some temperature profiles for a round jet directed normal to 
the mainstream have been measured previously [11, 12]. One 
of the profiles in each of the reports is for a blowing rate and 
axial position similar to one considered in the present study. A 
comparison [6] indicates reasonable agreement which is some
what surprising since in the earlier investigation the jet is con
fined by the tunnel walls. 

A limited number of temperature profiles for injection at an 
angle of 35 deg to the mainstream direction are presented in 
Fig. 9. At a blowing rate of M = 1 the jet penetrates well into 
the mainstream. At the zero lateral position the penetration 
depth, as characterized by the position of maximum temperature, 
is seen to increase with increasing axial distance. For normal 
injection at M = 1.0, recall that the vertical height of maximum 
temperature decreased with increasing axial distance for X/D 
greater than approximately three. The depth of penetration is 
less for 35 deg injection. For perpendicular injection the 
maximum temperature at X/D = 1.37 and Z/D = 0 occurs at 
Y/D = 1.2 while for 35 deg injection the maximum jet tempera-

370 / N O V E M B E R 1971 Transactions of the ASfVlE 

Downloaded 01 Jan 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-MAXIMUM VELOCITY , (3_) 

90* 

A Maximum Temperature 
A Maximum Velocity 

O Maximum Temperature 
© Maximum Velocity 

Fig. 10 Positions of maximum temperature and velocity as a function 
of axial position for 90 and 35 deg injection angles, Z/D ~ 0 , M — 1.5 
and 2.0 

ture has not penetrated to that depth as far downstream as X/D 
= 9.8. 

Away from the axis the temperature level decreases rapidly 
when going from Z/D = 0.5 to Z/D = 0.75. The jet does not 
spread to Z/D = 1 until approximately X/D — 9.8. This 
spreading is considerably less than that observed for normal in
jection, cf. Fig. 8. 

A significant effect of reduced penetration as compared to nor
mal injection is a much slower decline of the maximum tempera
ture with axial distance for injection at 35 deg. Approximately 
10 diameters downstream and at Z/D = 0 the maximum dimen-
sionless temperature, d/6i, is 0.5 for 35 deg injection and 0.2 for 
perpendicular injection, both for M = 1.0. 

The same comparisons between the results for the two injection 
angles that are made for M = 1.0 can be made for M — 2.0. 
Specifically, for 35 deg injection the penetration depth is less, 
and the temperature drops less rapidly in the axial direction, but 
more rapidly in the lateral direction. 

The jet penetration as a function of axial position is shown in 
Fig. 10 for blowing rates of M = 2.0 and 1.5 with normal injection 
and a blowing rate of M = 2.0 with 35 deg injection. The 
measured positions of maximum velocity (to be discussed later) 
are also included. An empirical relation for determining the 
axis from the position of maximum velocity of a circular jet de
flected by an external flow is presented by Abramovich [3]. The 
relation is: 

X p„UJ / F A 2 - 5 5 YJ f pJJj~\ 

The experiments from which this equation was derived were car-
PiU,2 

ried out for 45 deg < 8 < 90 deg and 2 < —-— < 22 or assuming 
~~ pJJJ ~ 

Pi = Pa,, 1.4 < M < 4.5. The jet penetration predicted by equa
tion (1) is included in Fig. 10. The figure shows that the velocity 
data of the present investigation for M > 1.5 is in good agreement 
with Abramovich's empirical prediction. The largest difference, 
at X/D = 10, is less than 10 percent. The position of maximum 
temperature is below the position of maximum velocity. 

Velocity Distributions. Velocity distributions are measured for 
an unheated jet at two blowing rates, M — 1.0 and 2.0, for a 
mainstream velocity of 30 mps. The cylindrical probe sensor is 
aligned with its axis parallel to the Z axis so that the velocity 
measured is in the X-Y plane. The direction of the velocity in 
this plane is not described by the probe measurements. There
fore what are actually measured with the probe are velocity 
magnitudes in the X-Y plane. These values along with the tuft 
studies give a picture of the velocity field. 

In addition to the mean velocity, the velocity fluctuations Ui 
in the X-Y plane are also measured in terms of the turbulence in
tensity, (UL2)1/2/U. In converting voltage-output readings of the 

90°, M=I.O, Z/D = 0 

X/D=l.37 X/D=3.06 X/D=4.98 X/D = 26.24 

Fig. 11 Velocity and turbulence-intensity profiles for 9 0 deg injection 
angle, Z / D = 0 , M = 1.0 

constant-temperature anemometer to mean-velocity and turbu
lence-intensity values the assumption is made that the fluctuat
ing components of velocity are small relative to the mean velocity. 
At a turbulence intensity of 0.5 approximately 10 percent error 
(in intensity) can be introduced by the assumption of low turbu
lence, while this error drops to 2.5 percent for a turbulence in
tensity of 0.25 [6]. The error in velocity introduced by the as
sumption of low turbulence is approximately 6 percent for a tur
bulence intensity of 0.5 dropping to 1.5 percent for a turbulence 
intensity of 0.25 [6J. The maximum turbulence intensity ob
served in this investigation is approximately 0.6. In addition to 
errors introduced by turbulence, reading errors of 10 and 2 per
cent are estimated to exist in the turbulence and velocity mea
surements respectively. 

The velocity and turbulence distributions for the blowing rate 
of M = 1.0 and the lateral position Z/D = 0 are presented in Fig. 
11. Also included in the figure are lines indicating the positions 
of maximum temperature as measured in the temperature study. 
To further indicate how the temperature distribution compares 
with the velocity, the position at which 6/di = 0.1 is indicated. 
At axial positions where the flow angle of inclination to the main
stream in the X-Y plane is available from the tuft study this in
formation is tabulated in the figures. For X/D = 1.37 there is a 
region of nearly constant low velocity from the wall to an eleva
tion of approximately Y/D = 1. In this region, while the magni
tude of the velocity is nearly uniform, the visualization study 
using tufts indicates the flow direction is very nonuniform. In
cluded in this region is some reverse flow. I t is into this region, 
particularly near the wall, that the tuft studies indicate a sizable 
mass flow from the mainstream. As might be expected from the 
nature of the flow, the turbulence level in this region is very 
large. Above this region the velocity increases until a maximum 
is reached at approximately 1.5 diameters above the wall. At 
this point the velocity is in the direction of the main flow. The 
position of maximum velocity is seen to be above that of the tem
perature as indicated earlier in Fig. 10. Farther from the wall the 
velocity decreases until it equals that of the mainstream. 

As the jet moves farther downstream it is turned and ac
celerated in the direction of mainstream flow. This acceleration 
appears to take place both along the upper and lower edge of the 
jet, as indicated by the velocity peak near the wall. As the 
velocity increases, the turbulence level drops. The results of the 
tuft study, tabulated in the figure, indicate that the jet flow is 
nearly in the direction of the mainstream for axial distances 
greater than three diameters. A slight distortion of the velocity 
field still exists far downstream. This is apparent in Fig. 11 at 
an axial position of X/D = 26.24 where the profile for M = 0, 
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90°,M=2,0,Z/D = 0 

X/D= ?~ VD-3 .0G X/D = 4.98 X/0=26.2-t 

Fig. 12 Velocity and turbulence-intensity profiles for 90 deg injection 
angle, Z/D = 0, M = 2.0 

also measured with the hot-film probe, is compared with that for 
M = 1.0. 

Velocity and turbulence profiles are presented for a blowing 
rate of M = 2.0 in Fig. 12. These profiles are similar in shape to 
those for M = 1.0. As expected, increasing the blowing rate in
creases the height above the wall at which the maximum velocity 
occurs. Note also the region of reverse flow at X/D = 1.37. 

Coupled with the increased penetration at the higher blowing 
rates is the slower turning of the jet into the direction of the 
main flow as indicated by the flow directions measured with the 
tuft. These results are tabulated in Fig. 12 for easy reference. 

Summary 
The interaction of a heated subsonic circular air jet issuing into 

a subsonic main flow of air has been investigated experimentally. 
The jet is introduced into the test section through a circular tube, 
whose exit is flush with a well-insulated wall of the test tunnel. 
In the absence of a secondary flow, a fully developed flat-plate 
turbulent boundary layer is present and the free-stream turbu
lence intensity is approximately 0.5 percent. 

Visualization studies present information on the general shape 
and path of the incoming jet and indicate that upon entry to a 
deflecting flow the jet boundary is very irregular with large-scale 
eddies. 

As the jet enters, mainstream air is drawn in from the sides 
to fill the low-pressure region immediately downstream of the jet. 
At large blowing rates a reverse-flow region exists on the down
stream side of the entering jet. 

Temperature profiles for injection perpendicular to the main
stream show the jet penetration increases with increasing blow
ing-rate parameter. The maximum temperature occurs at or 
near the wall for M = 0.1 while for M = 2.0 the maximum is at a 
height greater than two diameters above the wall even quite close 
to the jet entrance. 

Increasing the blowing-rate parameter influences the wall tem
perature in two counteracting ways. The increased secondary 
mass flow and resulting increased enthalpy addition to the stream 
tend to increase the temperature while the increased penetration 
moves the path of the jet's maximum temperature farther from 
the wall and tends to lower the wall temperature. The first 
effect predominates at the lower blowing rates (M S 0.5). At 
larger blowing rates the effect of increased penetration causes the 
wall temperature to decline with increasing blowing rate. At 

M = 2.0 the jet penetration is such that the jet has very little 
effect on the wall temperature. 

Injection at an angle of 35 deg to the direction of main flow 
exhibits less penetration and less spreading in both the vertical and 
lateral directions than perpendicular injection. The reduced 
spreading in the vertical direction occurs at both the top and 
bottom of the jet. The reduced spreading along the bottom of the 
jet results in less effect of the jet on the off-axis wall temperature. 

In an unheated jet entering perpendicular to the mainstream, 
low velocities are measured directly downstream of the incoming 
jet. Above this region the velocity increases, reaching a maxi
mum greater than the free-stream velocity, and then declines to 
the free-stream value. The turbulence intensity is found to be 
very large in the low-velocity region. As the jet moves farther 
downstream the low-velocity region is accelerated by the main
stream and the turbulence level drops. Some distortion of the 
velocity profile, as compared to the no-blowing condition, exists 
as far as 26 diameters downstream of the injection position. 

A comparison of the velocity and temperature studies shows 
the position of maximum velocity to be somewhat farther from 
the wall than the position of maximum temperature for the same 
blowing-rate parameter. This, coupled with the tuft study, sug
gests the air in the region of maximum velocity is in the outer re
gion of the jet which is accelerated more than the region near the 
wall. 
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Experimental Hydrodynamics of the 
Accelerated Turbulent Boundary 
Layer With and Without Mass Injection 
Mean velocity-profile data are reported for blown, unblown, and sucked accelerated tur
bulent boundary layers. The pressure gradients investigated are those corresponding to 
constant values of the pressure-gradient parameter 

K = 
v dUa 

UJ dx 

The two values of K considered in detail are 0.57 X 10^ and 1.45 X 10~e. For each 
pressure gradient, the surface boundary conditions cover a range of constant blowing and 
sticking fractions from F = —0.002 to +0.004. Velocity profiles corresponding to 
these accelerated flows are shown to differ substantially from those characteristic of zero-
pressure-gradient flows. For each case of a constant K acceleration, sequential values 
of the momentum-thickness Reynolds number approach a specific constant, and the 
velocity distributions near the wall are similar in both wall coordinates and outer coor
dinates. Results obtained here can be reproduced by a numerical integration of the 
boundary-layer equations using a modification of the van Driest damping factor, A +, 
derived from the data presented here. The A + correlation is presented. 

Introduction 

L I HE TUEBULENT boundary layer with non-zero nor
mal velocity at the surface, vw, is of considerable practical in
terest. Injection of fluid at a surface is frequently used for 
thermal protection, and suction is used for boundary-layer con
trol. In many applications the mainstream fluid is accelerating 
or decelerating and the combined effects of transpiration at the 
surface and acceleration of the main flow must be considered. A 
survey of the existing data on the turbulent boundary layers 
where transpiration and mainstream acceleration are present indi
cates a need for further work. Existing turbulent boundary-layer 
"theory" presently relies heavily on experimental results; 
accurate and well-documented velocity measurements are neces
sary as a test for any theoretical developments. 

The present paper is restricted to boundary-layer flows charac
terized by constant values of the acceleration parameter K 

J and blowing fraction F [ F = , r " 
UJ dx J 6 \ (pU)a 

(K - +- ^) 
\ UJ dx ) 

The 

Contributed by the Heat Transfer Division for publication (without 
presentation) in the JOUBNAL or HEAT TBANSFEB. Manuscript re
ceived by the Heat Transfer Division December 29, 1970. Paper 
No. 71-HT-F. 

flows considered are two-dimensional, constant-property flows 
over an aerodynamically smooth surface, as nearly as the ap
paratus permits. 

Review of Previous Experimental Work. Although in recent years a 
number of experimental hydrodynamic investigations have been 
concerned with transpired or accelerated boundary layers, only 
two are known to consider the combined effects. Each dealt 
only with blown layers, and neither presented enough experi
mental data to adequately represent the boundary-layer charac
teristics. 

Romanenko and Kharehenko [ l ] 1 recorded friction-factor and 
Stanton-number data for some combined cases, but did not pre
sent profiles of velocity or temperature. McQuaid [2] reports two 
combined blowing and accelerated runs. Using friction factors 
corresponding to Stevenson's inner law [3], McQuaid was able 
to predict momentum-thickness distributions which agreed well 
with the experimentally determined distributions, but there is a 
question as to whether this is a sensitive test of friction factor 
when blown boundary layers are considered. Accelerations were 
relatively small compared to those considered here. 

Experimental investigations have shown that significant 
changes in boundary-layer characteristics result from acceleration 

Numbers in brackets designate References at end of paper. 
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even on an impermeable surface. Launder and Stinchcombe [4] 
studied flows with accelerations at constant K in which the local 
momentum-thickness Reynolds number, ReM, approached an 
asymptotic limit. The velocity profiles exhibited similarity. 
Tests were run at K = 0.7 X 10-°, 1.25 X 10^6, and 3 X 10"6 

and, as K was increased, a continuous shift from a typical non
accelerated turbulent profile was shown. This shift was charac
terized by a thickening of the viscous region resulting in an up
ward displacement of the velocity profile in the logarithmic region 
on u+, y + coordinates, and a simultaneous decrease in the extent 
and strength of the wake region. Later experiments of Launder 
and Jones [5] do not corroborate the quantitative results of 
Launder and Stinchcombe, but the same qualitative conclusions 
were found to apply. This behavior in the inner regions of the 
boundaiy layer is consistent with the findings of the structure 
studies of Kline, Reynolds, Schraub, and Rimstadler [6]. They 
found that a decrease in the bursting rate of turbulent dis
turbances originating at the wall is associated with an increase 
in K. 

The experiments of Badri Narayanan and Ramjee [7] were 
concerned with both constant and variable K flows, and demon
strated the same profile behavior. The experiments of Patel and 
Head [8] were concerned with boundary-layer flows for which K 
was strongly varying, but showed some of these same effects. 

The case of transpiration with constant free-stream velocity 
has been fairly completely studied (see for example McQuaid [2] 
and Simpson [9]). I t is evident that the case of acceleration 
with no transpiration has been only incompletely studied, and 
the combined case of transpiration with acceleration has been 
virtually untouched. In view of the substantial structural 
changes observed for either of these effects alone, it is extremely 
difficult to anticipate the influence of the combination of tran
spiration and acceleration. 

Description of an Asymptotic Boundary Layer. The two-dimen
sional momentum integral equation can be presented in the form 

where 

^R7 
= - ; - - ReM(H +l)K + F 

£/c 
dRx = --dx. 

v 

(1) 

(2) 

For constant values of K and F, the possibility exists that the 
boundary layer will develop such that the terms on the right side 
of equation (1) will balance, forcing the derivative dRei[/dRx to 
zero. Such a boundary layer will be termed asymptotic in the 
region where ReM is constant. There is no question that such 
boundary layers exist for laminar flows; in fact, they form a family 
of similarity solutions. Turbulent boundary layers also behave 
in this manner. Such boundary layers exhibit both inner and 
outer similarity, with C//2 and H being constant, as well as R&M-

The experiments reported here were restricted to asymptotic 
and near-asymptotic boundary layers for purposes of con
venience. For these flows, equation (1) yields one method of 
estimating friction factor since the derivative, dReii/dRx, 
represents a correction to the asymptotic form of equation (1). 
This is a desirable characteristic since direct measurement of fric
tion factor was not possible on the apparatus used. These flows 
are also characterized by constant values of the blowing pa
rameters B and w„+, as well as P+, which are desirable charac
teristics in the formulation of data correlations. 

Objectives of the Present Work. The overall intent of the work 
presented here was to investigate the fluid dynamic behavior of 
the turbulent boundary layer where the combined effects of 
transpiration and acceleration are present. The range of blow
ing, suction, and acceleration considered covers many practical 
applications where turbulent boundaiy-layer theory is appro
priate. The particular objectives of this paper are: 

1 To present mean velocity-profile data taken on the 
Stanford heat- and mass-transfer apparatus; 

2 To present skin-friction results obtained from the mean 
velocity profiles; 

3 To represent the combined effects of transpiration and ac
celeration in the form of a mixing-length model based on the van 
Driest damping function. 

Experimental Apparatus 
The Stanford heat- and mass-transfer apparatus was used in 

these experiments. Since this is described in detail by Moffat 
and Kays [10, 11], only a brief description will be presented here. 

The apparatus consists of a 24-segment porous plate, 8 ft long 
and 18 in. wide. The plate forms the lower surface of a test duct 
of rectangular cross section, 20 in. wide and 6 in. high at the inlet 

•Nomenclature-

.4 + 

B 

Cf/2 

exp 

F 

H 

P 

P + 

function in modified van Driest 
mixing-length hypothesis 

, , • . (P»)» blowing parameter; 
(pUUcj/2) 

friction factor; C//2 = gcTw/ 
(p«,UJ) 

base of natural logarithms 
blowing fraction; F = (pv)w/ 

(pU)a 

profile shape parameter; H = — 

k = von Karman constant 

K local pressure-gradient param

eter; K v dUa 

dx 

Prandtl mixing length defined by 

pP 
dy 

= pressure 
= pressure-gradient parameter; P H 

(Jefia (dP\ —K 

PW'UT dx) 

Re* 

ReM 

Reynolds number based on posi-

tion along the plate; —— 
v 

Ujt/v 
integrated x-Reynolds number; 

E , rxu, 
Jo v 

— dx 

(e//2)'/» 

mainstream velocity, fps 
velocity, fps 
dimensionless velocity; u+ = 

u/uT 

shear velocity; uT 

»ff«/p> fps 
velocity perpendicular to the wall, 

fps 
dimensionless blowing velocity; 

vw
+ = vw/uT 

distance along the plate in the 
flow direction, in. 

distance along a line perpendicu
lar to the plate, in.; y — 0 at 
plate surface 

dimensionless distance; y+ = 
yu'r/v 

0.99 

52 = 

SL 

& = 

dy 

of the 
I 

n thiol 
'y layer 

J0 P„C/„V uj 
dy 

boundary-layer thickness; y at 
u 

U~ 
5i = displacement thickness; 

pa 
P^U* 

momentum thickness 
boundary layer; 

° pu 

,0 P~JT« 

X = outer-region mixing-length con
stant 

jU = dynamic viscosity, lb,„/(sec • ft) 
v = kinematic viscosity, ft2/sec 
p = density, lb„,/ft3 

r = shear stress, lb//ft2 

T + = dimensionless shear stress; T+ — 
T/TW 

Subscripts 

t denotes turbulent contribution 
w wall condition 
00 free-stream condition 
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end of the duct. The upper surface is adjustable to achieve any 
desired free-stream velocity distribution along the duct. The 
plates are y 4 in. thick, smooth to the touch and uniform in 
porosity within ± 6 percent in the 6-in. span along the test duct 
centerline where velocity profiles are taken. Separate main
stream and transpiration blowers provide the system with air, 
while heat exchangers are used to control air temperature. Con
ventional temperature and flow-rate instruments were used to 
monitor the operation of the apparatus. 

Mean velocity profiles were taken with stagnation pressure 
probes similar to those used by Simpson [9] and using the same 
manual traversing equipment. The probes had flattened mouths, 
0.012 in. by 0.035 in. They were attached to micrometer-driven 
traversing instruments fastened to a rigid support frame. Dy
namic pressures were measured with calibrated inclined manom
eters. 

Static pressure taps were located at 2-in. intervals along one 
side-wall of the test section. Free-stream static pressure was 
shown to be equal to that sensed by the side-wall taps by using 
static pressure probes in each accelerated flow. All recorded data 
were taken using the side-wall taps. 

Qualification of the Apparatus 
I t has already been reported by Simpson, Moffat, and Kays 

[12] that the apparatus meets the requirements of the idealized 
flow model for constant free-stream velocity: i.e., steady, two-
dimensional, constant-property flow over a smooth uniformly 
permeable flat plate. Acceleration emphasizes other require
ments, beyond those of the flat plate. Those effects given 
additional consideration [13] in the present experiments are 
summarized below. 

Free-stream turbulence intensities were found to be between 
0.8 and 1.2 percent at the inlet conditions although velocity pro
files for impermeable flat-plate flows satisfy Coles' criterion for 
"normal" boundary layers [14]. 

Surface-roughness effects were investigated by a series of tests 
at 42, 86, and 126 fps. In the data for 42 and 86 fps, mean 
velocity profiles exhibited u+ vs. y + similarity near the wall 
( j /+ < 150) when wall shear was determined from sequential 
velocity profiles by means of the momentum integral equation. 
In the data for 126 fps a slight drop in M + was observed for the 
velocity profiles, so tests were restricted to velocities less than 86 
fps. Plate-roughness elements, considered as half the particle 
diameter, were calculated to remain inside the viscous region of 
the boundary layer as best as this can be determined. 

Accelerating flows are necessarily accompanied by streamwise 
variations in static pressure. Variations in the transpiration 
mass flux through each plate due to these variations were found 
to be negligible. For each static-pressure distribution in the ex
periments reported no temperature gradients were found in the 
plates when they were heated, with either blowing or suction ap
plied. The pressure drop through each plate was found to be not 
less than 10 times the drop across the span of any plate at the 
lowest blowing fraction of 0.001. 

Two-dimensionality of a flow can only be determined by elabo
rate probing of the boundary layer. This was not done, but 
secondary evidence was obtained by comparing enthalpy thick
ness derived from plate heat-transfer measurements with values 
determined from temperature and velocity profiles. Such checks 
were made possible by thermal data obtained on the apparatus 
for the same conditions as the hydrodynamic data [15]. Energy 
balance checks showed agreement within 8 percent for all blowing 
runs. This is within the uncertainty calculated for the enthalpy-
thickness integrals using the method of Kline and McClintock 

[16]. 
In view of these results, the observed behavior of the data pre

sented is felt to fairly represent the effects of acceleration and 
transpiration. 

Experimental Determination of Friction Factor 
Determination of friction factors to an acceptable degree of 

accuracy from velocity-profile measurements is extremely dif
ficult at best. When the flow is accelerating, and there is 
transpiration at the wall, the difficulties are compounded. 
There is no turbulent "law of the wall" with which to compare 
profiles; in fact an important objective of the experiments was to 
attempt to establish a "law of the wall" under these conditions. 

There are two physical principles which must hold: (a) The 
momentum integral equation of the boundary layer must be 
satisfied, and (6) in the region very near the wall the turbulent 
shear stresses should be small relative to viscous shear, i.e., a 
velocity equation based on viscous shear alone must be satisfied. 
However, there are considerable experimental uncertainties in 
using either of these principles to extract friction factors from 
data. Equation (1) can be solved for C//2, but uncertainty in 
the term dReiw/dRex (which is never quite zero) coupled with 
uncertainty as to the degree of two-dimensionality of the flow 
results in uncertainties in C//2 of at least ± 1 5 percent for the un
blown runs, and as much as ± 5 0 percent for the highly blown runs. 
On the other hand, the use of a viscous-sublayer equation as sug
gested in (6) above, is subject to uncertainties resulting from 
the use of a probe which is "large" compared to the boundary 
layer. 

A third principle, which can only really be applied subjec
tively, is that the final results must be internally consistent. 
Abrupt changes in C//2 are not expected when all of the external 
parameters are held close to constant, and the variation of C//2 
with the external parameters is expected to be continuous. The 
inner region of the velocity profiles, when plotted on wall coordi
nates (u+ vs. y+), should collapse together when P+ and i>,„+ are 
nearly constant, regardless of whether the profile is obtained very 
near the asymptotic condition, or considerably before it. 

The procedure used here to determine C//2 was based on the 
momentum-integral method with the results adjusted inside the 
uncertainty interval to obtain similarity in the sublayer region 
(y + < 15) in u+, y+ coordinates. 

The first estimates of c//2 were determined by evaluating the 
terms of equation (1) at each of four stations inside the constant K 
region: Note that the most difficult term to evaluate, dReiu/dRx 
is nearly zero for the runs reported here (it would be identically 
zero for a perfectly asymptotic flow). Data from each of the 
four profiles were then reduced to u+, y+ coordinates using the 
momentum-based values of C//2 and compared with the laminar-
sublayer-equation predictions for the same conditions of blowing 
and acceleration. A single sublayer prediction was judged ap
propriate for each run, covering four profiles, since the sublayer 
equations, equations (3) and (4), are not highly sensitive to the 
value of C//2 and the momentum-based values of C//2 did not 
vary much along the acceleration region 

« + = \ (1 + ~ ) [exp(i;,+i/+) - 1] - P+y+ (3) 

for !>„+ ^ 0.0 

and 

for v„ + = 0.0 

These equations result from integration of the x-momentum 
equation of the boundary layer, neglecting x-derivatives of 
velocity and turbulent shear stresses. 

In general, the profile data fell close to the sublayer prediction 
inside y+ of 15, although not exactly on the curve. Part of the 
difference was attributed to random uncertainties in the mo
mentum-based friction factor and part to the systematic effect of 
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Table 1 

Run No. 73061 

X - 45.64 In Um 8.7 f t / s e c KeM > 775 

<i f/2 - 0 . 0 0 2 4 8 v „ / U „ = 0 . 0 K = 1 .45 X 10" 

v w
+ = 0 . 0 P+ = - 0 . 0 1 1 7 2 6 ~ 0 ,430 in 

y/0 

0 .0163 
0 .0186 
0 , 0 2 0 9 
0 .0233 
0 . 0 2 7 9 
0 .0326 
0 . 0 4 1 9 
0 .0466 
0 . 0 5 3 5 
0 . 0 6 7 5 
O.0768 
0 . 0 9 3 1 
0 .116 
0 .144 
0 . 1 7 5 
0 . 2 6 8 
0 .326 
0 .466 
0 . 5 5 9 
0 .640 
0 .757 
0 .873 
1.11 
1.34 
1 .4s 

u/U_ 

0 . 4 0 9 
0 . 4 4 0 
0 . 4 7 9 
0 . 5 2 3 
O.566 
0 . 6 1 2 
0 . 6 7 1 
O.691 
C.714 
0 . 7 4 8 
0 . 7 6 5 
0 . 7 8 7 
0 . 8 0 9 
0 . 8 3 0 
0 .847 
0 . 8 9 0 
0 . 9 0 9 
0 . 9 4 1 
0 .954 
0 .964 
0 . 9 7 4 
0 . 9 8 1 
0 .994 
0 . 9 9 9 
1.000 

8 .66 
9 . 8 9 

1 1 . 1 
12 .4 
1 4 . 8 
1 7 . 3 
2 2 . 3 
24 .7 
28 .4 
3 5 . 9 
4 0 . 8 
4 9 . ^ 
6 1 . 8 
7 6 . 7 
9 2 . 7 

142. 2 
173.1 
.147.3 
2 9 6 . 8 
3 4 0 . 1 
4 0 1 . 9 
463 .7 
587 .4 
7 1 1 . 0 
7 7 2 . 9 

8 . 2 2 
8 .84 
9 .63 

1 0 . 5 
11 .4 
1 2 . 3 
1 3 . 5 
1 3 . 9 
1 4 . 3 
15 .0 
15 .4 
1 5 . 8 
1 6 . 3 
16 .7 
1 7 . 0 
1 7 . 9 
18 .3 
1 8 . 9 
19 .2 
19.4 
1 9 . 6 
19 .7 
5 0 . 0 
2 0 . 1 
2 0 . 1 

Run lio. 5?868 

X = 8 5 . 7 9 1 m = 91 .4 f t / s e c Ue^ *. 734 

= 0 .00302 Vv/U^ = - 0 . 0 0 2 0 4 K ^ 0 . 5 7 3 x 10"1 

v* = - 0 . 0 3 7 0 P* = - 0 . 0 0 3 4 5 6 = O.257 i n 

x = 7 7 . 7 9 In 

c f / 2 = 0 .0021S 

v w t *= 0 . 0 

y / 6 

0 . 0 1 0 2 
0 . 0 1 1 9 
0 . 0 1 3 6 
0 . 0 1 8 7 
0 .0204 
0 . 0 2 2 1 
0 . 0 2 5 5 
O.O323 
0 . 0 3 9 1 
0 . 0 4 5 9 
O.O578 
0 .0714 
0 . 0 7 9 9 
0 . 1 0 2 
0 . 1 3 3 
0 . 1 7 0 
0 . 2 1 9 
0 . 2 7 2 
0 . 3 3 5 
0 . 4 1 2 
0 . 5 4 8 
0 . 7 1 8 
0 . 9 9 9 
1.34 
1.58 

x = 7 7 . 7 9 In 

Run No 

u„ . 78 

' v „ / i r „ • 

P+ - - 0 . ( 

u/U„ 

0 . 4 5 5 
0 . 5 0 5 
0 . 5 4 7 
0 .614 
0 . 6 2 8 
0 .642 
0 . 6 6 0 
0 . 6 8 7 
0 .704 
0 . 7 1 9 
0 . 7 3 8 
0 . 7 5 7 
0 . 7 6 8 
0 .792 
0 . 8 1 8 
0 . 8 4 5 
0 . 8 7 3 
0 .894 
0 . 9 1 5 
0 . 9 3 3 
0 . 9 5 9 
0 . 9 7 5 
0 . 9 9 0 
0 .997 
1.000 

Run No, 

u „ = 7 7 , 

, 51468 

,2 f t / s e c 

. 0 . 0 K » 

30571 6 = 

y + 

1 1 . 3 
13 .2 
1 5 . 0 
2 0 . 7 
2 2 . 5 
2 4 . 4 
2 8 . 2 
3 5 . 7 
43 . 2 
5 0 . 7 
6 3 . 9 
7 8 . 9 
8 8 . 3 

112.7 
1 4 6 . 5 
187 .8 
2 4 2 . 3 
3 0 0 . 5 
3 7 0 . 0 
4 5 4 . 5 
6 0 4 . 7 
7 9 2 . 5 

1102.4 
1478 .0 
1853 .6 

, 41268 

,0 f t / s e c 

ReH = 1674 

O.58S x 10' 

O.588 i n 

11+ 

9-l 
1 0 . 8 
1 1 . 7 
1 3 . 1 
13 .4 
1 3 . 7 
1 4 . 1 
1 4 . 7 
1 5 . 0 
1 5 . 4 
1 5 . 8 
1 6 . 2 
1 6 . 4 
1 6 . 9 
1 7 . 5 
18 .0 
1 8 . 6 
1 9 - 1 
1 9 - 5 
1 9 . 9 
2 0 . 5 
2 0 . 8 
2 1 . 1 
2 1 . 3 
2 1 . 3 

ReH » 3720 

Run Ho. 80768 

x » 4 9 . 6 3 iii !)_ = 55 .4 f t / s e c ReM » 353 

c f / 2 - 0 .00310 v„ /U„ . - 0 . 0 0 2 0 5 K = 1 .51 X 10- ' 

v w + " i 0 . 0 3 6 8 ?* = - 0 . 0 0 8 7 4 5 = 0 . 2 4 3 

"/". 

c f / 2 = 0 .00107 t^/V^ - 0 . 00403 K = 0 . 5 8 6 x 10"6 

v w
+ « 0 .1236 F1 = -0 .01687 5 = 1.06 i n 

y / 6 

0 . 0 2 6 8 
0 . 0 3 0 9 
0 .0350 
0 . 0 3 9 1 
0 . 0 4 3 3 
0 .0474 
0 . 0 5 1 5 
0 .0556 
0 .0597 
0.0680 
0 .0762 
0 . 0 8 4 5 
O.0968 
0 . 1 0 2 
0 .126 
0 .146 
0 . 1 7 5 
o . e 4 i 
0 .344 
0 . 4 8 8 
0 .694 
1.00 
1.31 
1.62 
1.93 

Run No. 82068 

x = 49 .52 i n u„ - 57 .0 f t / s e c ReH - I588 

c r / 2 = 0 . 0 0 1 4 5 v w /U„ = 0 .00406 K = 1.44 x 1 0 ~ 6 . 

v w
4 - 0 . 1066 p+ = -0 ,02597 6*= O.606 i n 

0 . 4 5 6 
0 . 4 9 9 
0 . 5 4 0 
0 . 6 0 3 
0 . 6 3 7 
0 . 6 6 7 
0 . 6 9 1 
0 . 7 1 6 
0 .734 
0 . 7 7 2 
0 . 8 0 0 
0 .820 
0 .847 
O.867 
0 . 8 8 8 
0 . 9 0 5 
0 . 9 2 1 
0 . 9 4 1 
0 .956 
0 . 9 S 9 
0 . 9 8 1 
0 .990 
0 . 9 9 6 
0 . 9 9 9 
1.000 

10 .2 
1 1 . 8 
13 .4 
15.O 
1 6 . 6 
1 8 . 1 
19-7 
2 1 . 3 
2 2 . 9 
2 6 . 0 
2 9 . 2 
3 2 - 3 
3 7 . 0 
4 1 . 8 
4 8 . 1 
5 5 . 9 
6 7 . 0 
9 2 . 2 

1 3 1 , 6 
186 .7 
2 6 5 . 5 
3 8 3 . 0 

-501 .8 
6 1 9 . 9 
7 3 8 . 1 

8 . 1 9 
8 . 9 5 
9 . 6 9 

1 0 . 8 
1 1 . 4 
1 2 . 0 
1 2 . 4 
1 2 . 9 
1 3 . 2 

IU 1 4 . 7 
1 5 . 2 
1 5 . c 
1 5 . 9 
1 6 . 3 
1 6 . 5 
1 6 , 9 
1 7 . 2 
1 7 . 4 
1 7 . 6 
1 7 . 8 
1 7 . 9 
1 7 . 9 
1 8 . 0 

y/B u/Ure 

0 .0233 
0 .0272 
0 . 0 3 1 1 
0 .0350 
0 . 0 3 8 9 
0 .0466 
0 .0622 
0 .0894 
0 . 1 1 3 
0 .144 
0 . 1 8 3 
O.229 
0 .330 
0 . 3 8 9 
0 . 4 5 9 
0 .540 
O.637 
0 .750 
0 . 8 7 5 
1 .01 
1.17 
1.55 
2 . 3 3 

0 . 5 9 5 
0 . 6 4 7 
0 . 6 8 7 
0 . 7 1 8 
0 . 7 3 9 
0 . 7 6 6 
0 . 7 9 9 
0 . 8 2 9 
0 . 8 4 6 
0 . 8 6 3 
0 . 8 8 1 
0 . 8 9 9 
0 . 9 2 9 
0 . 9 4 2 
0 .954 
0 . 9 6 5 
0 . 9 7 3 
0 . 9 8 1 
0 . 9 8 7 
0 . 9 9 0 
0 . 9 9 3 
0.991 
1.000 

I S . 3 
1 7 . 8 
2 0 . 3 
2 2 . 9 
25 .4 
3 0 . 5 
4 0 . 7 
5 8 . 5 
7 3 . 7 
9 4 . 1 

1 1 9 . 5 
150 .0 
216 .2 
2 5 4 . 3 
700 .1 
3 5 3 . 5 
' i i v . l 
4 9 0 . 8 
572 .2 
6 6 1 . 2 
7 6 2 . 9 

1017.2 
ir,?r,.R 

10 .8 
11 .8 
1 2 . 5 
1 3 . 1 
13-4 
1 3 . 9 
1 4 . 5 
1 5 . 1 
15 .4 
15.7 
16 .0 
16.4 
1 6 . 9 
1 7 . 1 
1 7 . 3 
17 .6 
1 7 . 7 
1 7 . 8 
18 .0 
1,8.0 
1 8 . 1 
18 .2 
18 .2 

0 . 0 0 5 7 
0 .0066 
O.O075 
0 .0094 
0 .0104 
0 . 0 1 7 0 
O.O236 
0 .0340 
O.O528 
O.O651 
0 . 0 8 5 9 
0 . 1 0 5 
0 . 1 2 9 
O . I 5 5 
0 . 1 8 3 
0 . 2 1 6 
0 . 2 5 9 
0 . 3 0 6 
0 . 3 7 2 
0 . 4 4 3 
0 . 5 3 7 
O.678 
0 . 8 6 7 
1 .06 
1.43 

0 . 2 9 3 
O.316 
0 . 3 3 9 
0 . 3 8 9 
0 . 4 0 9 
0 . 4 8 5 
0 . 5 2 3 
0 . 5 6 3 
0 .614 
0 . 6 3 9 
O.678 
0 . 7 0 6 
0 . 7 3 6 
0 . 7 6 3 
0 . 7 9 0 
0 .814 
0 .840 
0 . 8 6 3 
0 . 8 9 0 
0 . 9 1 3 
0 .934 
0 . 9 5 8 
0 . 9 8 0 
0 . 9 9 3 
1.000 

7 .54 
8 . 7 9 

1 0 . 0 5 
12 .6 
13-8 
2 2 . 6 
31 .4 
45 . 2 
7 0 . 4 
8 6 . 7 

1 1 4 . 3 
139.4 
172 .1 
2 0 6 . 0 
2 4 3 . 7 
287 .7 
344 .2 
407 .0 
495 .0 
539 .2 
7 1 4 . 8 
903 .2 

U 5 4 . s 
1405.7 
1908.2 

8 . 9 8 
9 . 6 8 

1 0 . 3 9 
1 1 . 9 
1 2 . 5 
1 4 . 9 
16 .0 
1 7 . 3 
1 8 . 8 
19 .6 
2 0 . 8 
2 1 . 6 
2 2 . 6 
23-4 
2 4 . 2 
2 4 . 9 
2 5 . 7 
2D.5 
2 7 . 3 
2 8 . 0 
2 8 . 6 
29 .4 
3 0 . 0 
30 .4 
3 0 . 6 

y/6 

0 . 0 0 9 9 
0 .0132 
0 . 0 1 6 5 
0 . 0 2 1 5 
0 .0264 
0 .0446 
0 . 0 6 1 1 
0 .0776 
0 .102 
0 .127 
0 .152 
0 . 1 8 5 
0 . 2 1 8 
0 . 2 5 1 
0 . 2 9 2 
0 . 3 4 2 
0 . 3 9 1 
0 .457 
0 . 5 4 0 
0 . 6 2 2 
0 .746 
0 .870 
1.04 
1.20 
1.37 

"/"„ 
0 . 3 2 3 
0 . 3 9 5 
O.456 
O.499 

o!6o6 
0 .647 
0 . 6 7 6 
0 . 7 1 1 
0 . 7 3 9 
0 . 7 6 4 
0 . 7 9 1 
0 .814 
0 . 8 3 3 
0 . 8 5 5 
0 . 8 7 8 
0 . 8 9 7 
0 . 9 1 7 
0 . 9 3 6 
0 . 9 5 1 
0 . 9 6 9 
0 .932 
0 .992 
0 . 9 9 3 
1.000 

6 . 6 5 
8 . 8 7 

1 1 . 1 
1 4 . 4 
1 7 . r 
2 9 . 9 
4 1 . 0 
5 2 . 1 
6 8 . 7 
8 5 - 4 

102.0 
124 .2 
1 4 6 . 3 
1 6 8 . 5 
196 .2 
2 2 9 . 5 
2 6 2 . 7 
307 -1 
3 6 2 . 5 
4 1 7 . 9 
501 .0 
584 .2 
6 9 5 . 0 
8 0 5 . 9 
9 1 6 . 7 

8 . 4 8 
1 0 . 3 8 
1 2 . 0 
1 3 . 1 
1 4 . 0 
1 5 . 9 
1 7 . 0 
1 7 . 7 
1 8 . 6 
1 9 . 4 
2 0 . 0 
2 0 . 7 
2 1 . 4 
2 1 . 8 
2 2 . 4 
2 3 . 0 
2 3 . 5 
2 4 . 1 
2 4 . 6 
2 5 . 0 
2 5 . 4 
2 S . 8 
2 6 . 0 
2 6 . 2 
2 6 . 2 

the velocity gradient on the apparent location of the pitot probe 
when near the wall. No at tempt was made to evaluate wall-
displacement effects on the probe readings. For each run, one 
or more reference profiles were selected and their C//2 values fixed 
exactly at the momentum-based value. Values of C//2 for the 
other profiles were then adjusted to force coincidence with these 
reference profiles in the sublayer region. This is an at tempt at 
removing the random component of the uncertainty in C//2 by 
smoothing the momentum-based results through the sublayer 
equation. I t does not constitute a true sublayer method, since 
no effort was made to eliminate the effects of shear and wall 
proximity from the data. In all cases the cy/2 values stayed 
within the calculated uncertainty intervals surrounding the 
original estimates of skin friction based on the momentum 
equation. 

For the cases of no transpiration, and constant free-stream 
velocity, a further consideration was that the results should be 
consistent with the "law of the wall" established by Simpson [91 
from measurements on the same apparatus: 

u+ = WTA J11 y+ +5-55 

0.44 
(5) 

The final skin-friction results for 58 out of 68 profiles fall within 
± 1 0 percent of the results obtained from the momentum-integral 
method, and all of the profiles presented in this paper are within 
the ± 1 0 percent interval. Due to the degree of subjective in
terpretation involved, the velocity profiles are presented not only 
in terms of u+ vs. y+, but also in their original form, u/U„ vs. 
y/8. The authors feel that the true values of C//2 cannot differ 

from the reported values by more than ± 1 0 percent if serious in
ternal inconsistencies are not allowable. 

Experimental Results 
The experimental data consist of mean velocity profiles ob

tained in near-asymptotic boundary-layer flows where the pres
sure-gradient parameter K and blowing fraction F are main
tained constant. Da ta are presented for two pressure gradients: 
K = 0.57 X 10~6 and 1.45 X 10~6. For each pressure gradient, 
the conditions investigated cover a range of uniform blowing 
fractions from F = —0.002 to +0.004. A complete description 
of these data is presented by Julien [13] along with other data 
covering K = 0.77 X 10 - 6 and data for higher blowing fractions 
than reported here (up to F = +0.006). The data selected'Jor 
presentation here are believed representative of the processes in
volved. 

Selected data are summarized in E'igs. 1-6 and are also pre
sented in Table 1 for the convenience of those wishing quantita
tive values for comparison with predictions. 

The velocity profiles are presented in wall coordinates (u+ vs. 
i/+) in Figs. 1-6. For purposes of comparison, the "law of the 
wall," with constants proposed by Simpson [9], is also presented 
on each of the graphs. The profile obtained in the constant free-
stream velocity approach region is presented along with the pro
files obtained in the pressure-gradient region of the duct. 

I t is shown in Figs. 1 and 2 that, for the impermeable-wall case, 
F = 0, the inner regions of the boundary layer respond rapidly to 
the imposed pressure gradient and assume a unique distribution 
corresponding to a given value of K. Similar inner-region profiles. 
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exist in asymptotic boundary-layer flows, and the shape of the 
profile is dependent upon the value of the local pressure-gradient 
parameter K. 

Two characteristics of these impermeable-wall boundary-layer 
flows are shown in inner-region coordinates: (1) The profiles 
depart from the flat-plate "law of the wall" by an upward dis
placement in the logarithmic region, and (2) the wake region is 
substantially diminished. The degree of upward displacement in 
the logarithmic region increases with K. This behavior can be 
interpreted as an increase in the thickness of the "viscous-sub
layer" region. The diminished wake is a direct result of the low 
shear stress in the outer regions of the layer, a characteristic 
associated with favorable pressure gradients. 

In Figs. 3 and 4, similar effects of acceleration are shown to 
exist when there is blowing at the wall {F = 0.004). An upward 
displacement of the "logarithmic" region is noted, together with 
a reduction of the wake. The wake region shows a more substan
tial decrease than the unblown layer, indicating a greater increase 
in friction factor due to acceleration. 

The boundary-layer flows in the case of suction at the wall, 

/'' = — 0.002, are shown in Figs. 5 and 6. The upward displace
ment of the logarithmic region, relative to the sucked but unac-
celerated layer, is now much more substantial, and the charac
teristic shape of a laminar profile (roundness of profile) is ap
proached. I t appears that a turbulent boundary layer is still 
obtained and is approaching an equilibrium state, but for the case 
in Fig. 6 laminarization is apparently closely approached. 

In the outer regions of the boundary layer, similar profile de
velopment was attained for all blowing and sucking fractions 
considered [13]. This similarity is found in "velocity-defect 

" vs. y/5 ) as well as u/Um vs. y/S. The 
uT / 

outer-region similarity, coupled with the similar conclusion relat
ing to the inner regions, confirms the existence of completely 
similar profiles in asymptotic turbulent boundary layers. 

Empirical Representation of the Data 
The primary reason for obtaining and presenting data of the 

type discussed in this paper is to provide a basis for extending 

coordinates" 
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turbulent-boundary theory and thereby contributing to turbulent 
boundary-layer prediction methods. The velocity profiles and 
accompanying estimates of C//2 are presented in sufficient detail 
so that, hopefully, other workers can use the data as a proving 
ground for either existing or new theoretical models of the turbu
lent momentum-exchange process near a wall. 

Although new theoretical models will undoubtedly be de
veloped, the authors have found that all of the results presented 
here, together with the complete set of data on the transpired 
turbulent boundary layer with constant [/„ presented by Simpson 
[9], can be quite adequately reproduced by a relatively simple 
mixing-length correlation. 

The major influence of both transpiration and acceleration is 
evidently in the sublayer region. Acceleration apparently in
creases the effective sublayer thickness (in y+ coordinates, not 
necessarily real distance), as does suction. A simple two-layer 
model of the boundary layer, with the laminar-sublayer thickness 
treated as a function of vw

+ and P+, and using elementary Prandtl 
mixing-length theory outside of the lammar sublayer, works re
markably well. However, for computational convenience, and 
perhaps esthetic reasons as well, the van Driest mixing-length 
hypothesis is more attractive, and will be used here as a method 
for correlating the results. No claim will be made regarding a 
theoretical basis for the van Driest hypothesis: it is merely 
providing a framework for an empirical correlation of experi
mental data. The scheme used is as follows. 

The total shear stress is considered'to consist of the sum of a 
laminar component and a turbulent component. The latter, T ( , 
is calculated from the Prandtl mixing-theory equation, 

Ti 
du J du 
dy | dy 

(6) 

Equation (6) is used all the way to the wall, and the mixing 
length, I, is assumed to vary from zero at the wall to ky farther 
out, according to the following relation. 

I = ky 1 exp 
-y+Vr 

(7) 

A + is an empirical constant to which van Driest [17] originally 
assigned a value 26. I t is essentially an effective laminar-sub
layer thickness. The argument of the exponential is frequently 
expressed as simply — y+/A+; the product y+\/r+ is the local 
value of y+ rather than the value based on wall shear stress. 

This alteration has been used by numerous workers because it 
has the effect of diminishing the sublayer region for blowing, and 
increasing it for acceleration; in fact, it provides all of the trends 
of behavior observed. ?/+V/r",~ is also approximately propor
tional to the "local Reynolds number of turbulence" which per
haps provides a further explanation of the significance of A+. 
However, despite the fact that evaluation of y+ at the local shear 
stress (i.e., y+\Zr+) gives the right trends, the experimental data 
indicate that a still stronger effect is needed for both transpiration 
and acceleration. Thus the empirical correlation to which we 
have been referring is a correlation of / 1 + as a function of t>u,+ 

a n d P + . 

I t should be further noted that equation (7) is only expected 
to apply in the region of the boundary layer near the wall, and 
not in the "wake" region. The latter is quite adequately 
handled, at least for equilibrium boundary layers, by a method to 
be described later. 

In order to evaluate A + from experimental velocity profiles it is 
first necessary to determine r + . For asymptotic accelerating 
boundary layers the similarity of velocity profiles leads to 

1 + U+vw+ + P+y1 
1 

y v Jo W»/ 
dy (8) 

Equations (6)-(8) were used to solve for the values of A + 

necessary to predict the experimental velocity profiles in the re
gion far enough from the wall so that the flow was essentially 
fully turbulent, but not so far that the wake was included. Es
sentially this involved matching at about y+ = 100, although this 
also resulted in a good match over virtually the entire inner 
region. 

The resulting values of A + are presented in Table 2 as functions 
of F+andi)a,+ . 

A+ was also extracted from the data of Simpson [9], obtained 
on the same apparatus for a wide range of transpiration with con
stant Um. Simpson's results can be adequately represented by 

A+ = 
26.0 - 88.0v„+ + 210.0(2v,+)2 v„+ < 0 

26.0 - 88.0w„+ + 110.0(w„,+)2 vw+ > 0 
(9) 

A simpler alternative expression which fits Simpson's results 
nearly as well is 

A + 
4.42 

(»„+ + 0.17) 
(for all »„+) (9o) 
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Table 2 van Driest damping function A + 

F X 103 

0.0 
0.0 

0.0 
1.01 

1.00 
0.99 

1.95 
1.94 

2.04 
3.95 

3.83 
4.06 

6.05 
5.87 

-1.01 
-2.01 

A' X 106 

0.552 
0.758 

1.45 
0.613 

0.806 
1.42 

0.557 
0.753 

1.48 
0.566 

0.771 
1.44 

0.793 
1.45 

0.594 
0.599 

v„ + 

0.0 
0.0 

0.0 
0.02358 

0.02296 
0.02071 

0.04906 
0.04699 

0.04571 
0.12201 

0.11157 
0.10661 

0.20619 
0.17974 

-0.02019 
-0.03690 

P + 

-0.00549 
-0.00649 

-0.01137 
-0.00781 

-0.00966 
-0.01293 

-0.00885 
-0.01062 

-0.01658 
-0.01662 

-0.01913 
-0.02597 

-0.03147 
-0.04175 

-0.00473 
-0.00367 

A + 

33.4 
33.5 

38.0 
31.0 

32.5 
31.0 

26.5 
27.0 

28.5 
22.0 

23.0 
26.5 

18.0 
22.0 

39.5 
45.8 

An empirical correlation of A + as a function of both vw
+ and 

P + that will satisfy both equation (9a) and the data in Table 2 
can obviously also be developed. (Note that for asymptotic ac
celerating boundary layers P + is a unique function of the ac
celeration parameter K.) 

Analysis of the profiles in the wake region for both the present 
results for asymptotic accelerations, and Simpson's results, indi
cates that a constant mixing length is an adequate approximation. 
This scheme has been used extensively in the past; it works par
ticularly well for accelerated flows simply because the shear stress 
is so low in the wake that high accuracy is not needed. 

The wake correlation derived from the present (and Simpson's) 
results is: 

for y/S > \/k I = X5 (10) 

where 

X = 0.25 Re_,/-»-125[l - 67.5/?] for X > 0.085 

and 

X = 0.085 otherwise. 

For y/8 < \/k equation (7) is to be used. 
Equations (6)—(11), when used in a finite-difference turbulent 

boundary-layer prediction program, and employing the A + data 
of Table 2, will reproduce very adequately all of the experimental 
data presented in this paper, and by Simpson [9]. 

A solid theoretical basis for the A+(vw
+, P+) relationship has 

yet to be developed, and for this reason the authors have hesitated 
to suggest complete empirical equations. Furthermore, it is by 
no means clear that the van Driest exponential damping function 
using the local shear stress, see equation (7), is the best way of 
dealing with this problem. More data at higher values of P + 

and vm
+ will soon be available and it should then be possible to do 

a more nearly definitive job. In the meantime it is hoped that 
other investigators will be encouraged to use the data of this 
paper for comparison with their theories. 

Summary and Conclusions 
1 Experimental mean velocity-profile data have been pre

sented for constant K accelerated turbulent boundary layers with 
and without transpiration. Skin-friction results are included 
along with shape factors and Reynolds numbers. 

2 I t is demonstrated that an acceleration at constant K with 
transpiration leads to an asymptotic boundary layer having inner 
and outer similarity and constant C//2, H, and ReM. 

3 Acceleration apparently causes an increase in the thickness 
of the viscous sublayer. Blowing opposes this effect, while suc
tion enhances it. I t seems evident that strong acceleration 
and/or strong suction will lead to a complete laminarization of 
the boundary layer, but neither the acceleration nor the suction 
were carried this far in the present experiments. 

4 An empirical correlation of the data is presented in the form 
of a tabular correlation of the damping constant A + in the van 
Driest mixing-length hypothesis. 
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Heat Transfer Due to Combined 
Free and Forced Convection in a 
Horizontal and Isothermal Tube 
The influence of natural convection due to buoyancy has been studied both experi
mentally and analytically for many cases, but the existing correlations are not accurate, 
for horizontal, isothermal tube flow when the heated length is relatively short. The 
research reported in this paper was undertaken to alleviate this shortcoming by de
riving a correlation to include new experimental data on a tube with L/D = 28.4. 
The experimental data from this and other investigations represents a variety of fluids, 
heating and cooling, and various apparatus and conditions. The equation which 
correlates the present and previous data to within ±40 percent is 

--fey 1.75[Gz + 0.12(Gz Gr'/'Pr"-36)0-88]1/ 

Introduction 

T, ! HE INFLUENCE of buoyancy forces on convection 
heat transfer through its effect on fluid motions may be significant 
for pressure-induced horizontal flows when other forces are not 
dominant. When the wall is maintained at a uniform tempera
ture, the influence is generally less than when a uniform heat 
flux is imposed; however, the uniform wall temperature case more 
closely approximates the majority of industrial applications. 
At the onset of heating or cooling, the wall to fluid temperature 
difference is large, but since no fluid thermal profile has developed, 
there is no net buoyant force. As the flow proceeds down the 
pipe, a temperature profile develops, and the flow near the wall 
becomes buoyant producing a secondary circulation. But the 
process is self-diminishing, since the secondary flow accelerates 
the approach of the fluid to the wall temperature through en
hancement of the convection process. Based on this physical 
description, it is reasonable to expect that the tube length would 
have some bearing on the heat transfer performance. 

I t was during the study of the effect of freezing at the wall 
[ l ] 2 that the inadequacy of information on short-tube perform
ance first came to the authors' attention. I t was shown in this 
publication that the error in Oliver's correlation [2] was very 

1 Formerly Research Assistant, College of Engineering, University 
of Washington, Seattle, Wash. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 15-
18, 1971. Manuscript received by the Heat Transfer Division 
October 16, 1970. Paper No. 71-HT-3. 

much dependent on the tube length. Indeed, Oliver warns 
against placing too much confidence in the L/D dependence of 
his equation. The research which is being reported herein was 
initiated to extend the range of application of the existing corre
lations to include shorter tubes. 

Although the heat transfer problem in the vertical orientation 
is amenable to mathematical treatment due to its inherent sym
metry, a measure of success in treating the problem in the hori
zontal mode has been attained only through the correlation of 
experimental data. The pertinent modeling laws can be elicited 
through dimensional analysis or nondimensionalization of the 
descriptive partial differential equations, and these groups were 
recognized by the early investigators. The pioneering work of 
Colburn [3] was modified by the addition of the viscosity ratio 
factor by Sieder and Tate [4] to read as follows: 

Nu a 1.75 / ' [ l + O.OlGr V»l ( I ) 

The inclusion of the viscosity ratio rendered the equation more 
useful since the physical properties were then evaluated at the 
bulk fluid temperature rather than at the film temperature. A 
number of years later, Kern and Othmer [5] determined that the 
function (log R e ) - 1 as a multiplying factor to the natural con
vection term produced an improved correlation for their data 
as well as for others. But it was Eubank and Proctor [6] who 
first presented the combined Nusselt number correlation in a 
form that is currently used 

Nu„ '•™fer[<"-»mr (2) 
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;st section length 22.3 in 
L/D = 28.4 

refr igerotion unit 
3 - ton F-12 

Fig. 1 Experimental apparatus 

where Gr is based on the mean bulk to wall temperature differ
ence and all properties are based on the mean bulk fluid tempera
ture with the exception of those in the viscosity ratio term. They 
took their lead from Martinelli and Boelter's theoretical analysis 
[7] which was applicable to heating and cooling of flow up or 
down vertical tubes. The maximum deviation of their data 
from the values predicted by this equation are + 4 3 percent and 
— 32 percent with the majority of the values lying well within 
± 2 5 percent. Jackson, Spurlock, and Purdy [8] reported on 
their work with air, and they produced an equation which is 
similar in form to (2), but with more emphasis on the mass flow 
rate and with D and L absent in explicit form. The work is not 
directly applicable to the present problem since the heated section 
was without a flow development section. Oliver [2] presents a 
lucid account of the combined free and forced convection prob
lem, and he shows the development of an improved correlation 
based on his own and others' data: 

Nu, - '•» fe)"" Gz + 5.6 X 10-" 
/ G r Pr . jfAo.70 

(3) 

An interesting feature of this equation is that the free convection 
component has the D/L term inverted from equation (2). Oliver 
made an effort to examine this point, but he concluded that the 
data were too widely scattered when plotted versus L/D to quan

titatively define the importance of the term. He cautions tha ( 
the power of the L/D term must be considered provisional. Ex
periments were performed with water, ethyl alcohol, and a glye-
erol-water mixture in a tube with L/D = 72. Equation (31 
represents the data to —25, + 110 percent. 

Brown and Thomas [9] gathered further data with water using 
tube sizes with L/D = 36, 72, and 108. They show convincingly 
that neither Gr Pr L/D nor Gr Pr D/L adequately represent 
the data for these sizes, and that the deviation becomes largest 
with the smallest value of L/D. Brown and Thomas discuss the 
idea that mass flow rate has a more significant influence on the 
free convection term than L/D, and it appears reasonable that 
high mass flow rates may have an effect similar to short tube*. 
Based on physical arguments they conclude that the basic equa
tion should have the form 

Nu (£)-" 1.75 [Gz + function (Gz Gr)]1/8 (4) 

The final correlation advanced is 

Nu = 1.75 ( — ) ' ' [Gz + 0.012(Gz Gr ' / !)Vf/= (j) 

The equation correlates the water results of the authors to within 
± 8 percent and the majority of the published data to within 
± 5 0 percent. 

Experiment 
Apparatus. The apparatus, shown diagrammatical^ in Fig. 1, 

consisted of a test liquid loop and a Freon-12 loop. Cooling of 
the test liquid in the test section was accomplished by boiling 
of the refrigerant in the annular space around the test section. 
Refrigeration was provided by a 3-ton unit which was controlled 
by an auxiliary evaporator. Flow of the test fluid was con
trolled by the elevation of a constant-head tank and its tem
perature at the test section entrance was controlled by ex
changing heat through a coil of copper tubing with a s team-
water mixture in the location shown. The flow development 
section was 96 diameters long and its entire length was wrapped 
with fiberglass bat t insulation. Temperature uniformity and 
constancy was indicated by three thermocouples attached to the 
wall along the length of the approach tube. Lucite spacers at 
the inlet and outlet furnished smooth transition between the 
calming section and the test section and the mixing chamber, 
while thermally insulating them and providing for tube align
ment. 

-Nomenclature" 

c 
D 

h 
k 
L 
m 
T 

AT 

P 

specific heat of liquid (Btu/lb-deg F) 
inside diameter of tube (ft) 
correction factor in equation (8) allows for arithmetic 

mean rather than logarithmic mean temperature 
differences 

acceleration due to gravity (ft/sec2) 
heat transfer coefficient (Btu/hr-ft2-deg F) 
thermal conductivity (Btu/hr-ft-deg F) 
length of tube (ft) 
mass flow rate (lb/min) 
temperature (deg F) 
temperature difference, giving rise to free convection, 

Tb - Tm (deg F) 
coefficient of expansion of fluid (1/deg F) 
density of fluid (lb/ft3) 
dynamic viscosity (lb/ft-sec) 

Subscripts 

6 = refers to average bulk temperature 

i = refers to inlet temperature 
o = refers to outlet temperature 

w = refers to wall temperature 

Dimensionless groups (all physical properties evaluated at the aver
age bulk fluid temperature) 

Re = Reynolds number = 

Nu„ = Nusselt number = 

Pr = Prandtl number = 

Gz = Graetz number 

Gr = Grashof number 

4m 

TTD/X 

liD 

¥ 
mc 

kL 

(based on arithmetic mean 

temperature difference) 

/3ATDsp2g 
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Fig. 2 Experimental results 

Table 1 Test results for water 

67.0 

66.3 
65.9 

66.1 

65.9 

66.1 

65.7 
65.9 

85.8 
86.7 

66.7 
86.7 

86.7 

86.9 

86.7 

86.7 

54.1 

55.0 
58.J 

61.8 

62.0 
63.0 

63.2 

63. t 

55.8 

59.6 
62.3 

70.8 
74.6 
76.8 

77.5 

77.6 

48.3 

48.2 

48.1 

48.0 

47.7 
48.6 

47.8 

47.9 

48.0 

4B.5 
47.6 
47.9 

48.6 

48.4 

49.1 
49.1 

. 2 7 

. 4 5 

.84 

1.55 

1.90 

2,25 

2.89 
3.60 

. 2 7 

. 3 6 

.64 

l . U 

1.51 
2.01 

2.30 

2.67 

7.96 

7.95 

7.74 
7.53 

7.53 
7.45 

7.47 

7.43 
6.76 

6.53 

6.40 
6.01 

5.86 
5.76 

5.74 

5.73 

8.46 
12.33 

12.77 

12.52 

13.67 
13.09 

12.99 
14.70 

10.55 

12.15 

17.04 
16.70 

16.70 
17.63 

18.62 

21.35 

1.13 
1.15 
1.17 
1.21 
1.25 
2.37 
2.BS 
3.36 
4.70 
5.26 
5.81 

Fig. 3 Present and previous results plotted using Oliver's correlation 

Table 2 Test results for ethyl alcohol 

3.20 

3.37 

3.39 

5.23 

6.04 

6.97 

7.82 

8.97 

9.18 

9.66 

9.66 

9.91 

67.2 

67.2 
67.2 
67.2 

84.5 

85.0 

84.8 

64.3 
84.1 

84.5 

85.0 

84.7 

85.0 

58.2 
63.1 

64.2 

64.1 

57.8 

62.7 
67.5 

72.5 
77.5 

78.8 

80.2 

80.6 

61.1 

47.2 
47.6 

47.5 

47.3 

46.1 
46.7 

46.4 

46.7 

46.4 

47.1 
47.0 

47.1 
46.9 

. 60 

1.39 

1.67 
2.16 

. 2 1 

. 4 3 

.60 

1.35 

2.26 
2.70 

3.17 

3.74 

3.85 

16.05 
15.85 

15.79 
15.79 

15.30 

15.04 

14.63 

14.63 

14.41 
14.36 

14.28 

14.27 

14.23 

18.21 
17.34 

14.74 

19.53 

12.35 

19.71 

26.27 
28.84 

25.22 
26.06 

25.13 

25.37 

24.48 

The test section itself, 22.3 in. long of 3/j-in. hard-drawn copper, 
had an L/D ratio of 28.4. The outer tube which formed the 
annulus for the Freon-12 was l '/i-in-dia hard-drawn copper. 
Freon was admitted at the bottom near the ends, and vapor 
escaped through three equally spaced tubes on the top. 

Primary measurements included the temperatures at 13 points 
and the test fluid flow rate. Copper—constantan thermocouples 
were used throughout with a strip-chart recorder having an 
accuracy of ± 0 . 5 deg F. Flow rate was measured by collecting 
the outlet flow in a scale tank (the flow meter was used only to 
indicate steady conditions). Eight of the thermocouples were 
attached directly to the exterior of the test section; the tempera
ture difference through the tube wall was negligible for all experi
mental conditions. The maximum variation of tube wall 
temperature for all test conditions was less than 3 deg F which 
was about 8 percent of the wall to average bulk fluid tempera
ture difference. This variation in tube wall temperature is 
tolerable for the purposes of this work. The maximum variation 
in wall temperature was encountered for the maximum wall to 
fluid temperature difference which was 40 deg F. Most of the 
data were taken with the initial- temperature difference either 
at 38 deg F or 18 deg F. 

Three different liquids were used in this experiment: water, 
ethyl alcohol, and a mixture of glycerol and water. These fluids 
were selected for their availability and their considerable differ
ences in physical properties which gave a broad range of natural 
convection effects. The ethyl alcohol was 95 percent pure by 
volume and undenatured, meeting U.S.P. standards for purity. 
Pure glycerol (glycerin) also meeting U.S.P. standards was thor
oughly mixed with water in a proportion of 80 percent glycerol 
by weight for the glycerol-water solution. References [10-13] 
were used as sources of physical property data for this work. 
The apparatus was run with each of the fluids over a range of 
flow rates and temperatures such that the expected error from 
measurement was always less than 10 percent. 

Results. Calculated Nusselt numbers were based on heat trans
fer coefficients derived from the bulk inlet and outlet tempera
tures, average bulk temperature, and the average wall tempera
ture: 

Table 3 Test results for glycerol-water 

70.0 

71.5 

72.6 

73.7 

74.6 

76.4 

77.5 

50.7 
50.0 

49.9 
50.0 
49.6 

49.4 

48.7 

. 6 8 

.77 

. 9 1 

. 9 5 

1.15 

1.39 
1.64 

10.61 

10.47 
10.52 

12.93 

14.91 

14.65 

15.81 

14.61 
15.60 

15.75 

13.81 

98.4 

155.2 
53.1 

63.5 
77.5 

89.0 

104.8 

109.3 

132.0 

159.7 
166.3 

7.32 

8.99 
5.10 

5.05 
5.22 

5.68 

6.09 
6.29 

6.57 

7,36 
7.45 

Nu„ = 
Gz rl\ - T0 

(6) 

The range of Graetz number was from 25 to 700, and the largest 
Reynolds number reached was 1800 with ethyl alcohol, although 
in most cases the value was much lower. The range of Grashof 
numbers covered for water and ethanol was 7.0 X 104 to 9.9 X 
106, while the values for the more viscous glycerol-water mixture 
were considerably lower, 250 to 960. In all cases the physical 
properties were evaluated at the average bulk temperature. 
This scheme is consistent with the majority of the references 
surveyed, and it yields the most practical and useful correlation. 

The results from this investigation for all three fluids with the 
initial temperature difference equal to 38 deg F are shown in 
Fig. 2 in comparison to the infinitely long tube value, Nu = 
2 
— Gz, and the theoretical Graetz-Leveque curve. The effects 
•w 

of natural convection are obvious and it is apparent that the 
largest increase was incurred by the ethyl alcohol which also 
has the largest coefficient of expansion. Tabulated results are 
presented in Tables 1, 2, and 3. 

Correlation and Discussion of Results 
The objective of the investigation was to originate an improved 

equation to account for natural convection influence when the 
tube length is short compared to its diameter. Fig. 3 shows the 
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Fig. 4 Present and previous results plaited using Brown and Thomas' 
correlation 

Table 4 Data used in natural convection correlations 

Workers Fluid Run Nos. Tube L 0, " Diam. Ii 
(in.) 

Oliver (2) Water 41-64 0.50 72 10-114 1.0xl04_1.lx105 

Ethyl Alcohol 20-40 24-172 4.9xl04_1.6xl05 

G1ycerol- 65-74, 20-176 2.9xlOI _6.4xl01 

83-89 

Brown I1nd Water 38-60 1.00 36 28-112 3 .1xl05 _4. 9xl06 

ThOllll1S (9) 
10-19 0.50 72 27-41 7.1xl04 ... 8.9xI05 

1>5-93 0,50 '0' 19-39 2,').,.;104_7.3.,.;105 

Kern and 011 26,27,33-35, 2.47 48.5 108-440 3,2x104_1,9x107 

Otrnner (5) 73-77 ,97-101 

126-30,176-80, 1.20 99.5 205-428 2.7x103 ... 1.8xI06 

191-95 

224-32,251-52, 0.622 '93 137-456 3,7xl02_3.1xl05 

263-65,269-11, 
276 

present results plotted using Oliver's technique, and it is clear 
that the Nusselt number is larger when LID is smaller. Obvi
ously, the term Gr PI' LID has the incorrect geometry rellttion
ship. A plausible explanation for this phenomenon iR the de
velopment of the temperature profile. Since the temperature 
gradient at the wall must fall with increasing distance along the 
tube, the gradient for a short tube will remain relatively steep 
for the entire length. Since the net buoyltnt force is dependent 
on the temperature gradient through the density gradient, it is 
reasonable to presume that a· shorter tube will have relatively 
higher natural convection effects than a longer tube. An attempt 
to quantitatively assess the influence of LID was made by 
plotting 

{[ 0.572 Nu (~)"'14]' GZ} (Gr PlfO 70 
versus LID using the present data and those listed in Table 4. 
In spite of the considerable overall range of LID (28.4 to 193) the 
scatter in the data was too large to warrant any conclusions ex
cept that no tendency existed for nat mal convection heat trans
fer to decrease with decreasing tube length, as suggested by equa
tion (3). 

Since agreement of the data is poor when compared to Oliver's 
equation and inconclusive when plotted versus LID, Brown and 
Thomas' equation was considered next. These authors have 
concluded in their publication that the inclusion of neither LID 
nor DIL was justified but that their own water data could be 
correlated to ±8 percent by introducing a mass flow rate in
fluence into the natural convection term. The agreement be
tween Brown and Thomas' equation and data from Table 4 is 
illustrated in Fig. 4, from which the data of Brown and Thomas 
have been omitted. An examination of the plot reveals that 
the Gz Gr'h term brings the various data points into reasonable 
agreement but that the curve, though fitting the water data for 
which it was intended, does not agree well with the other ex
perimental results. The points corresponding to the glycerol-
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Fig. 5 Present and previous results plotted using equation (7) 

witter deviate considerably above the Clll've for low abscissa 
values, while most of the data for high abscissa vnlues scatter 
below the line. In un attempt to improve the relationship 
equation (5) was nsed in the form 

A(Gz Grl.'3)B (7) 

and linear regression analysis was used to determine the con
stants A and B. The results of this approach are shown in Fig. 
5 using the values A = 0.22 and B = 0.93. This expression 
does bring many of the data points into better agreement bnt 
has a negligible effect on the points cOl'l'esponding to the glycerol
water data for the present work. The error ill NU(MwlMb)o.14 
exceeds +50 percent for several of these points. 

Since the ma:or difference in physical properties between 
glycerol-water and the other liquids is the viscosity, the next 
eflort was to incorporate this influence more directly in to the 
correlation. A correlation WitS derived using Gr as the inde
pendent variable, and this analysis showed that the exponent 
on Gr should be close to '/; instead of I i". However, the im
provement over the l)revious equations was not profound, and 
further work was indicated. 

Due to the suggested importance of viscosity, the Prandtl 
number wa.s introduced into the free convection group as Gz 
Gr'hprn . Its influence was evaluated by plotting 

agltinst Pl'. The exponent n was determined to be 0.3:3. The 
remaining coefficient.~ were determined as in eqnation (5), ane! 
the final result is 

(
Mw)O.14 Nu -
Mb 

(S) 

The correction factor, F l , has been included in the final correla
tion to avoid the anomaly caused by the use of the arithmetic 
mean temperature difference. Without the use of the correction 
factor, c.alculated values of NUn are greater than the asymptote 
NUn = 2Gz/7f for low Gz. Tables of F, versus 7fNu a lGz call 
be found in references [2, 7]. 

The experimental data of this investigation as well as data 
produced by Oliver and Brown and Thomas are displayed ill 
Fig. 6 using equation (8). This expression reduces the deviation 
of the glycerol-water data to approximately 40 percent while the 
scatter of the oil data points is also dect·eased. With the excep
tion of 3 points, all of the data are represented to within ±40 
percent by equation (8). The two best previous correlations 
relate the same data to within -100 percent + 4.5 percent (i.e., 
Oliver's) and -75 percent + 55 percent (Brown and Thomas'). 

The results from thi., investigation definitely show that the 

NOV E M B E R 1 97 1 / 383 

Downloaded 01 Jan 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



70 r i i i i i 11 i 1—i—i i i 111 1 1—i i i i 11 

2 1 1—I I I I I I 1 1 I I I I I I I I | | I I I I I 
3 0 1 0 0 1 0 0 0 1 0 , 0 0 0 

/ \0.8B 

Gz +0.12 (GzGr"3 Pr°'36J 

Fig. 6 Present and previous results plotted using equat ion (8) 

presence of the term L/D in the free convection component of 
the heat transfer equation is inappropriate. Oliver criticized 
the use of the term D/L on the basis that it produced a fourth-
power dependency in the diameter which places too much em
phasis on D. The final correlation, equation (8), suggests that 
the D/L and L/D variables can be omitted from the natural 
convection function in spite of the fact that the correlation was 
based on data having a fivefold variation in D. 

Conclusions 
The present work shows that, when dealing with flows in 

horizontal tubes, the term Gr Pr L/D does not correctly represent 
the influence of natural convection for tubes with L/D ratios 
less than 50. The agreement in the experimental data achieved 
by equation (8) strongly suggests that the ratio L/D ceases to 
have significant influence and can be omitted from the natural 
convection function. Heat transfer data for various liquids can be 
correlated to within ± 4 0 percent over a wide range of Grashof 
and Graetz numbers, D, and L by equation (8). The proposed 
correlation represents a, significant improvement over previous 
equations. 
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Radiative Energy Transfer Within a 
Nonisothermal Air Plasma1 

The object of the present work is to study the mechanism of radiative heat transfer within 
a nonisothermal air plasma. The problem of an air plasma bounded by two parallel 
black boundaries, and within which there is a uniform heat source, is studied. Local 
thermodynamic equilibrium and linearized radiation are assumed. Centerline tem
perature results are presented for boundary temperatures of 5000 deg K, 10,000 deg K, 
and 15,000 deg K, and for densities from 10 times normal to 0.01 times normal density. 
The residts show that for higher densities, the optically thin, optically thick, and dif

ferential approximation results differ significantly from the general solution over a 
large range of surface spacings. 

Introduction 

L I HE OBJECT of the present work is to stud}' the 
mechanism of radiative heat transfer within a nonisothermal air 
plasma. In order to study this mechanism, the problem of an 
air plasma bounded by two parallel black surfaces, and within 
which there is a uniform heat source, is studied. 

For gray gases, that is gases with a constant spectral absorption 
coefficient, the methods of solution of heat-transfer problems 
involving radiative heat transfer, as well as other modes of heat 
transfer, have been reviewed by Sparrow and Cess [ l ] . 2 Infrared 
gaseous heat transfer has been considered by Cess, Mighdoll, and 
Tiwari [2]. They considered gases having a single fundamental 
vibration-rotation band, and found that significant differences 

1 This research was supported bv the National Science Foundation 
through Grant No. GK-5276. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division September 9, 1970. Paper 
No. 71-HT-G. 

exist between results obtained by using the gray-gas approxima
tion and results for real gases. In addition to the above work, 
results have also been obtained for a hydrogen plasma [3]. 

Reference [3] shows that the optically thin and optically thick 
approximations are not of practical importance for a hydrogen 
plasma, at least for the conditions considered (pressures of 0.43 
and 37.5 atm at 10,000 deg K and a pressure of 0.57 atm at 
20,000 deg K) . These limits are not of practical importance 
because for optically thin conditions an extremely small surface 
spacing (L < 0.003 cm at 20,000 deg K and 0.57 atm) would be 
needed for the optically thin solution to approach the general 
solution. On the other hand, an extremely large surface spacing 
(L > 70,000 cm at 20,000 deg K and 0.57 atm) would be needed 
in the optically thick case [4]. 

An air plasma is much more complex than a hydrogen plasma 
due to the large number of species and transitions involved. Wil
son and Greif [5] review previous work on air plasmas and calcu
late the radiation from an isothermal air plasma. In addition 
they calculate the radiation from a nonisothermal plasma with 
a known temperature distribution. This is in contrast to the 
present work in which the temperature distribution is an un
known. 

E, 

Mo 

* . -
E, = 
F2 = 

F3 = 

L = 
»o = 

Planck's function 
exponential integral functions 
transmission function, equation 

(1) 
transmission function, equation 

(2) 
surface spacing 
parameters in differential ap

proximation, equation (13) 

V 
Q 

?fl 
T 

Tu T2 

Te 

V 

Hoi 

air pressure 
heat source per unit volume 
radiative heat flux 
temperature 
boundary temperatures 
centerline temperature 
distance measured from lower 

boundary 
spectral absorption coefficient 

KLP = linear Planck mean absorption 
coefficient 

KR = Rosseland mean absorption co

efficient 

X = thermal conductivity 

v = frequency 

a = Stefan-Boltzmann constant 

co = wave number 

Journal of Heat Transfer NOVEMBER 1971 / 385 Copyright © 1971 by ASME

Downloaded 01 Jan 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R a d i a t i v e h e a t - t r a n s f e r ana lyses w i t h i n a b s o r b i n g - e m i t t i n g 

gases invo lve i n t eg ra l or in tegrodi f ferent ia l e q u a t i o n s . If t h e 

a s s u m p t i o n of a g r a y gas is m a d e , t h e n t h e ke rne l func t ion for 

t h e in tegra l s a p p e a r i n g in t h e r a d i a t i v e flux e q u a t i o n is t h e 

second e x p o n e n t i a l i n t eg ra l funct ion , Ei(t). T h e ke rne l func t ion 

for rea l gases is an e x t r e m e l y compl i ca t ed func t ion of t h e gas a n d 

t h e r m o d y n a m i c cond i t ions be ing cons idered . 

F o r n o n g r a y gases t h e s p a t i a l d e r i v a t i v e of e i t he r t h e emis s iv i ty 

or t h e modified emiss iv i ty h a s been used for t h e ke rne l func t ion 

[6, 7 ] . T h i s fo rmu la t i on requ i res an e x p o n e n t i a l t o be s u b s t i t u t e d 

for E2(t). B a l d w i n [8], W a n g [9, 10], a n d Gilles, Cogley, a n d 

V i n c e n t i [11] h a v e f o r m u l a t e d t h e r a d i a t i v e flux w i t h o u t a p p r o x i 

m a t i n g E,(t). 

I t h a s been shown b o t h for inf rared r a d i a t i o n a n d for a h y d r o 

gen p l a s m a t h a t t h e resu l t s o b t a i n e d b y a p p r o x i m a t i n g E't(t) b y 

a n exponen t i a l a re in close a g r e e m e n t w i t h exac t r e su l t s [12, 13] . 

I n the p r e s e n t w o r k t h e kerne l func t ions h a v e t o be ca lcu la ted 

d i r ec t ly from t h e spec t r a l a b s o r p t i o n coefficients and , therefore , 

t h e r e is no a d v a n t a g e in a p p r o x i m a t i n g Ei(t). T h u s , in t h e 

p r e s e n t w o r k t h e r a d i a t i v e flux will be f o r m u l a t e d in t e r m s of t h e 

t r an smi s s ion funct ions defined b}^ Gilles, Cogley , a n d V i n c e n t i 

[11]-

I n o rde r to ca lcu la te t r ansmiss ion func t ions for a p a r t i c u l a r gas , 

it is necessa ry to h a v e t h e s p e c t r a l a b s o r p t i o n coefficients for t h e 

gas as a funct ion of w a v e n u m b e r , t e m p e r a t u r e , a n d dens i t y . 

T h e p r e s e n t t r ansmiss ion func t ions were ca lcu la ted b y us ing t h e 

a b s o r p t i o n coefficients r e p o r t e d b y Landshoff a n d M a g e e [14] . 

T r a n s m i s s i o n func t ions a n d cen te r l ine t e m p e r a t u r e resu l t s are 

r e p o r t e d for b o u n d a r y t e m p e r a t u r e s of 5000 deg K, 10,000 deg K, 

a n d 15,000 deg K, a n d for dens i t ies f rom 10 t imes n o r m a l d e n s i t y 

to 0.01 t imes n o r m a l . T h e influence of conduc t i on h e a t t r ans fe r 

c o m p a r e d to r a d i a t i v e h e a t t r ans fe r is e x a m i n e d . Loca l t h e r m o 

d y n a m i c equ i l i b r ium a n d l inear ized r a d i a t i o n a re a s s u m e d . 

Radiative Transfer Analysis 
I n p r o b l e m s invo lv ing r a d i a t i v e h e a t t r ans fe r c o m b i n e d w i t h 

o t h e r m o d e s of h e a t t ransfer , the r a d i a t i v e flux or i t s d e r i v a t i v e is 

needed in t h e conse rva t ion-of -energy e q u a t i o n . F o r t h e case of 

n o n g r a y l inear ized r ad i a t i on , t h e r a d i a t i v e flux can be expressed 

in t e r m s of t r an smi s s ion func t ions [11] . 

a n d 

I<\(t) = 

F3(t) E3{fiJ)d(x> 

(1) 

(2) 

w h e r e t h e l inear iza t ion h a s been t a k e n a b o u t J \ a n d KU is t hus 

e v a l u a t e d a t TV T h e l inear ized r a d i a t i v e flux b e c o m e s 

qu = SalViTi - T2)Fa(L - y) 

+ So-TV f [ ? ' (? / ) - Ti]F1(y - y'W 
Jo 

- 8<r7V f [T{y') - ? ' . ] i W 
•J v 

(3) 

vW 

Conduction Neglected. F o r un i fo rm h e a t gene ra t i on , a n d w i t h 

c ondu c t i on neglec ted , t h e conserva t ion-of -energ} ' e q u a t i o n b e 

comes dqR/dy = Q. W i t h t h e t w o b o u n d a r i e s a t t h e s a m e t e m 

p e r a t u r e , t h e p r o b l e m is s y m m e t r i c ; t h a t is qR — 0 a t y = L/2, 

a n d thus 

• H ) . Q \ v - 7.1 = QR 

C o m b i n i n g e q u a t i o n s (3), w i t h T2 = Ti, a n d (4) g ives 

(4) 

° Jv 

'i(y - y')dy' 

(5) 

where 

8(y')F,(y' - y)dy' 

§<rTi\T - Ti) 

T h e op t ica l ly t h i n l im i t h a s b e e n d iscussed p rev ious ly [3] . I n 

t h e p r e s e n t case, t h e op t ica l ly t h i n so lu t ion is o b t a i n e d b y n o t i n g 

t h a t 

lim Fi(y) = KLP 
«—o 

(6) 

S u b s t i t u t i o n of e q u a t i o n (6) in to e q u a t i o n (5) a n d different ia t ing 

gives 

3 

8KU> 
(7) 

T h e op t ica l ly th ick l imi t h a s also been discussed in reference [3] 

and , in t h e p r e s e n t n o t a t i o n , t h e op t ica l ly th i ck so lu t ion is 

% ) = ™ Klt(yL - y') 
16 

(S) 

Conduction Included. W h e n c o n d u c t i o n is inc luded , t h e conser-

va t ion-of-energ3 ' e q u a t i o n becomes 

, dT I L\ 
1R (9) 

C o m b i n i n g e q u a t i o n s (3) , w i t h 1\ = 1\, a n d (9), a n d l e t t i ng 

T - Ti 

Qiy\ 

gives 

c]4 y_ _ 1 _ S r f V L T r 

dy+L~2~ X [J0 

- / • ' 

<Ky'W*(y - y')dy' 

<$>t!l')F-i(v' - VW 

(10) 

Since conduc t ion h e a t t ransfer is p r e sen t , t e m p e r a t u r e c o n t i n u i t y 

exists a t t h e b o u n d a r i e s a n d t h e b o u n d a r y condi t ion for e q u a t i o n 

(10) is 0 ( 0 ) = 0. 

T h e op t i ca l l j ' t h i n so lu t ion in th i s case can b e found b y subs t i 

t u t i n g KLP for Fi in e q u a t i o n (10) a n d di f ferent ia t ing. T h e solu

t ion of the r e su l t i ng o r d i n a r y differential e q u a t i o n , w i t h b o u n d a r y 

condi t ions 0 ( 0 ) = 0 a n d <j>{L) = 0 (or d<j>/dy = 0 a t y = L / 2 ) , is 

0(2/) = 
1 

1 _ 
gVCiv + eVCi(L~y) 

1 + e „VCiL (11) 

where 

16O-:TI !KLP 

T h e op t ica l ly th i ck so lu t ion is easily found b y s u b s t i t u t i n g the 

op t ica l ly th i ck express ion for qR [1] i n to e q u a t i o n (9) 

0(2/) = 

1 (l _ t\ 
2 \L V) 

1 

i 2 

16<r7V 

3 X K K 

(12) 
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Fig. 1 Centerline temperature results with conduction neglected, h = F i 9 - 2 Centerline temperature results with conduction neglected, p/po 
10,000 deg K = 1 0 

Equations (5) and (10) were solved by the method of undeter
mined parameters [1]. Since,the problems are symmetric, even-
order polynomials were used. With conduction neglected, second-
and fourth-order polynomials were used, and when conduction 
was included, fourth- and sixth-order polynomials were needed. 
For both problems the agreement between the centerline temper
ature results for the n and n + 1 polynomials was virtually iden
tical. 

d'-qB dT 
—— - n0

sqH = 16o-?Vmo — 
air ay 

with the boundary conditions 

dqR(0) 

dy 
- naqR(0) = 16o-?Vw7o[r(0) - TJ 

(14) 

(15) 

and 

Differential Approximation 
The differential approximation has been used extensively in 

both gray-gas and nongray-gas analyses [11, 15-17]. In the 
present work, differential approximation solutions will be ob
tained by following Gilles, Cogley, and Vincenti [11]. This con
sists of approximating the transmission functions by an exponen
tial function 

F-2(y) = m0e (13) 

If equation (13) is substituted into equation (3), then the inte
grals can be eliminated by differentiation and substitution. The 
resulting differential equation is 

dqjtiL) 

dy 
+ n0qR(L) = 16o-7Vm„[r(£) - ^i] (16) 

I t should be noted that for the conduction-neglected case, a tem
perature jump exists at the boundaries, and thus T(0) =̂  jf\ and 
T(L) * 2\. 

For conduction neglected, the solution of equations (4) and 
(14)-(16) is 

8m0 \ 2 

3n0
2 

16m( 
(y2 - Ly) (17) 

and with conduction included, equations (9) and (14)-(16) give 

<Hv) = 
£-')( , + ? J (eVC2 (L -r y) + gVCw _ 1 _ eVC Lj 

L2[C2(1 + e^c* h) - no VC-2 (1 - e^c*L)} 
% (y> - Ly) (18) 
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Fig. 3 Comparison of differential approximation results with conduction 
neglected, Ti = 5000 deg K and p/po = 10 

where 

d = no2 + 16O-7VTOO/X and C3 = ne
2/2L2 

Gilles, Cogley, and Vincenti [11] discuss three possible choices 
for ma and no. In order to accurately represent the optically thin 
limit, it is necessary for the zero-intercepts of Fi and its approxi
mation to agree. This gives F2(0) = m0 = KLP- If the areas are 
also matched, then m = 2KLP. The optically thick limit will be 
approximated if the areas and first moments of Fi and its approxi
mation agree, giving m0 = 0.75KR and no = 1.5KR. A compromise 
between satisfying the optically thin or optically thick limits is 
achieved if the zero-intercepts and first moments of Fi and the 
exponential function, equation (13), are matched. This results 
in m0 = KLP and no = (3KLPKR)1/'2. A comparison between the 
solutions obtained by using these choices of m0 and no with the 
solutions of equations (5) and (10) will be discussed in the next 
section. 

Results 
In order to solve equations (5) and (10) for the temperature 

distribution between the boundaries it is necessary to have values 
for the transmission functions for the gas under consideration. 
For an air plasma, the spectral absorption coefficients are an 
extremely complex function of the wave number, pressure, and 
temperature, and thus no analytic expressions exist for Fi(y). 

In order to construct tables of Ft(y), the spectral absorption co
efficients must be known, and in the present work, the values of 
KW given by Landshoff and Magee [14] are used. The species and 
transitions considered in the absorption coefficient values are dis
cussed in detail by Landshoff and Magee and need not be re
peated here, but it should be noted that values of the spectral 
absorption coefficient are not given over the entire spectrum (hv 
from 0.6 to 10.7 ev are given) and the contributions of atomic 
lines are not included. Contributions from bands and continua 
are included. Based on previous hydrogen results [3], the in
fluence of atomic lines will be discussed after the present results 
are discussed. The integrations over wave number were carried 
out only for the wave number range in which KW values are avail
able. 

The absorption coefficient values given by Landshoff and 
Magee are the most accurate available, and the comparisons be-

- 1 - 1 1 1 1 1 1 1 1 -

m0=.75KR 

n 0 = l . 5 K R 

: 

T , = I 0 , 0 0 0 ° K 

i i i i i - m - i 

- - - ^ ' ^ " 2 -

" V K L P / 
n„=2KLp 

- ' i i i I I i i 1 

A 
/ / / 

. . . - • / 

m o = K I P l,_ -
n „ = ( 3 K L P K R ) -

Fig. 4 Comparison of differential approximation results wi th conduction 
neglected, 7"i = 10,000 deg K and p/po — 1 

Table 

L (cm) 

0 
5 X 10 ~4 

1 X 10"3 

5 X 10"3 

1 X 10-° 
5 X 10--
1 X 10-i 
5 X 10" 1 

1 
b 

1 X I d 
5 X 101 

1 X 10° 

1 Transmission fu 

P/PO = 0.1 
2.14 X 10-* 
2.14 X 10-* 
2.14 X 10-4 

2.14 X 10-4 

2.14 X 10~4 

2.14 X 10~4 

2.13 X 10-4 

2.09 X 10- 4 

2.05 X IO-4 

1.84 X 10~4 

1.67 X 10-4 

1.08 X 10-4 

7.97 X 10~6 

ictions for T, = 5000 deg K 

F2 (cm"1) 
p/po = 1 

6.97 X 10-3 

6.96 X 10"3 

6.94 X 10"3 

6.87 X 10-° 
6.80 X 10~3 

6.42 X 10"3 

6.09 X 10"3 

4.83 X 10~3 

4.07 X 10-3 

2.11 X 10-3 

1.48 X 10"3 

6.74 X 10-" 
4.84 X 10-> 

P/PO = 10 
0.149 
0.145 
0.142 
0.129 
0.119 

8.89 X 10" 
7.20 X 10" 
3.60 X 10" 
2.63 X 10-
1.29 X 10-
9.10 X 10-
2.54 X 10-
8.87 X 10-

tween the optically thin, optically thick, differential approxima
tion, and general results are internally consistent since KR, KLV, 
and Ft(y) are calculated from the same K_, values. 

The calculated values of the transmission functions for 1\ = 
5000 deg K, 10,000 deg K and 15,000 deg K and for a range of 
density ratios are given in Tables 1, 2, and 3, respectively. 

Conduction Neglected. In order to illustrate the influence of 
radiative heat transfer within a nonisothermal air plasma, the 
centerline temperatures as a function of surface spacing will be 
examined. Fig. 1 shows the centerline temperatures as a func
tion of surface spacing for a boundary temperature of Ti = 
10,000 deg K and for densities from 10 times normal density to 
0.01 times normal density. In addition to the solutions of equa
tion (5), the optically thin and optically thick solutions are also 
shown. 

I t is seen from Fig. 1 that for low densities, the general solu
tion agrees closely with the optically thin solution over a large 
range of surface spacings. As the density increases the optically 
thin solution begins to overestimate the radiative heat transfer, 
and applies to smaller and smaller surface spacings. For a density 
ratio, pi pa, of 1, the optically thick solution begins to be a good 
approximation for very large L values, and for p/po = 10, Fig. 1 
shows that the optically thin solution will apply for only ex
tremely small L values (at L = 0.1 cm, the optically thin solution 
differs by 31 percent from the general solution) while the thick 
solution applies for moderately large L values (at L = 50 cm, the 
thick solution overestimates the radiative heat transfer by 19 
percent). For the higher densities there is a fairly large range of 
L values for which neither limiting solution applies. 

Fig. 2 shows results for p/po = 10 and boundary temperatures 
of 5000 deg K, 10,000 deg K, and 15,000 deg K. The optically 
thin solutions for these conditions will agree with the general 
solution only for very small L values. For a given L value, the 
opt ical^ thick results become more applicable as the boundary 
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Fig. 5 Comparison of differential approximation results with conduction 
neglected, 7[ = 10,000 deg K and p/po = 10 

L , cm 

Fig. 6 Cenferline temperature results with conduction included, 7i — 
5000 deg K 

Table 3 Transmission functions for Ti = 15,000 deg K 

L (cm) 

0 
5 X 10 - i 
1 X 10"3 

5 X 10 " 3 

1 X lO-2 

5 X lO- 2 

1 X 10"1 

5 x lO"1 

1 
5 

1 X 101 

5 X 101 

1 X lO2 

P/PO = 
2.91 X 
2.91 X 
2.90 X 
2.89 X 
2.88 X 
2.81 X 
2.73 X 
2.43 X 
2.21 X 
1.48 X 
1.08 X 
2.41 X 
6.20 X 

0.1 
lO-2 

lO-2 

lO-2 

lO-2 

l O ' 2 

lO"4 

lO"2 

lO"2 

lO-2 

lO-2 

l O ' 2 

10 " 3 

lO-* 

Ft (cm-1) 
p/po = 1 

0.424 
0.417 
0.412 
0.388 
0.376 
0.316 
0.285 
0.182 
0.126 

1.89 X lO"2 

3.12 X 10"3 

4.13 X 10-8 

0.0 

P/PO = 10 
6.00 
5.70 
5.51 
4.76 
4.25 
2.41 
1.46 

8.40 X 10-
4.64 X 10-

0.0 

temperature increases. As the temperature decreases the range 
of L values for which neither the thin nor the thick limit applies 
increases. 

The differential approximation results with conduction ne
glected are shown in Figs. 3-5. For Ti = 5000 deg K and p/po = 
10, Fig. 3, none of the choices of mo and no produce results in 
agreement with the general solution. Fig. 4, Ti = 10,000 deg K 
and p/po = 1, shows that for intermediate L values, the differen
tial approximation differs significantly from the general solution, 
but it does contain the qualitative features of the general solu
tion. For Ti = 10,000 deg K and p/po = 10, the general solution 
and the differential approximation agree for larger L values as 
would be expected, since the optically thick solution was in good 
agreement with the general solution for large L values, Fig. 1. 

With conduction neglected Figs, 1-5 show that no single ap
proximation agrees adequately with the general solution, for 
larger densities, over the entire range of surface spacings. 

Conduction Included. In order to see the influence of conduction 
heat transfer compared to radiative heat transfer, the dimension-
less centerline temperatures will be divided by the value of the 
centerline temperature in the absence of radiation [3], 0.125. 

Fig. 6 shows the dimensionless centerline temperature as a 
function of L for T\ = 5000 deg K and p/pa values of 0.1, 1, and 
10. The optically thin solutions are also shown, and it can be 
seen that for p/po = 0.1, the optically thin solution is in close 
agreement with the general solution. As the density increases, 
the optically thin solution becomes less applicable. 

L (cm) 

0 
5 X 10-" 
t X 10-3 

5 X 10-3 

1 X lO"2 

5 X lO"2 

1 X 10"1 

5 X 10- 1 

1 
5 

1 X 101 

5 X 101 

1 X 102 

Table 2 Transmission functions fc 

P/PO = 0.01 
6.03 X 10-5 

6.03 X 10~5 

6.03 X 10"5 

6.03 X 10"5 

6.03 X 10"6 

6.03 X 10-5 

6.03 X 10-6 

6.03 X 10-5 

6.03 X 10-5 

6.01 X 10"5 

6.00 X 10-5 

5.90 X 10-6 

5.78 X 10-6 

r Ti = 10,000 deg 

ftfcm"1) 

P/PO = 0.1 
1.49 X 10- 3 

1.49 X 10"3 

1.49 X 10"3 

1.48 X 10"3 

1.48 X 10- 3 

1.47 X l O ' 3 

1.46 X 10~3 

1.41 X 10"3 

1.38 X 10"3 

1.30 X 10"3 

1.24 X 10"3 

9.94 X lO"4 

8.21 X 10-4 

P/PO = 1 
4.80 X lO"2 

4.76 X lO"2 

4.76 X 10-2 

4.73 X lO- 2 

4.70 X lO-2 

4.55 X lO"2 

4.42 X lO"2 

3.82 X lO"2 

3.40 X lO"2 

2.07 X lO"2 

1.38 X lO- 2 

1.76 X 10-3 

3.22 X 10-4 

K 

4 
4 
2 

P/PO = 10 
1.31 
1.30 
1.29 
1.22 
1.16 
0.904 
0.737 
0.284 
0.128 

43 X 10-
35 X 10-
27 X 1 0 -

0.0 
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Fig. 7 Comparison of differential approximation results with conduction 
included, Ti = 5000 deg K and p/pt) = 10 

Fig. 7 shows the differential approximation for 1\ = 5000 deg 
K and p/po = 10. The curve for m<> = «rj> and n0 = 2KIJ. (not 
shown) is virtually identical to the curve for ma = Ki,p and n« = 
(SKLPKR)1^*- AS can be seen from the figure, the differential ap
proximation differs significantly from the general solution. At 
lower density ratios and the higher temperatures, the results were 
identical to the optically thin results. 

In order to make calculations for the conduction-included case, 
thermal conductivity values of air are needed, and the values 
used for Figs. 6 and 7 were estimated from the calculations re
ported by Yos [IS, 19]. Thermal conductivity values do not 
appear to be available at p/p0 = 10 and temperatures of 10,000 
deg K and 15,000 deg K. 

As discussed previously, the spectral absorption coefficients 
used included contributions from bands and eontinua, but did 
not include atomic line contributions. In reference [3] it is shown 
for a Irydrogen plasma that at higher pressures the atomic lines 
have a small influence. For example, at '1\ = 10,000 deg K and p 
= 37.5 atm, the continuum results and continuum plus line re
sults are virtually identical. Reference [3] also shows that the 
continuum absorption coefficients result in an upper bound on the 
eenterline temperatures. 

Air composition results have been given by Gilmore [20], and 
the pressures corresponding to the present conditions are shown 
in Table 4. I t can be seen from Figs. 1 and 6 that the nongray ef
fects become more important as the density increases. In par-

?\ (deg K) 
5,000 
5,000 
5,000 

10,000 
10,000 
10,000 
10,000 
15,000 

Table 4 Gas composition 

p/p0 p (atm) 
0.1 2.2 
1 21 

10 196 
0.01 0.77" 
0.1 7" 
1 04« 

10 560" 
10 1060'' 

average of values at 8000 deg K and 12,000 deg K 
average of values at 12,000 deg K and 18,000 deg K 

ticular, the general solutions begin to deviate from the optically 
thin solutions, for practical boundary spacings, for p/po of one 
and greater. At these densities, and the temperatures consid
ered, the pressure is very high, Table 4, and thus the atomic line 
contributions should be negligible, based upon the hydrogen re
sults of reference [3[. 

I t was shown in references [3, 4] that, for hydrogen, atomic line 
radiation has its greatest influence for optically thin conditions, 
and this influence decreases relative to continuum radiation as 
the boundary spacing increases. Thus for larger L values, the 
atomic line contributions should again be negligible. 

The hydrogen results [3, 4] also show that for small L values, 
the percentage differences between the general solutions and 
optically thin solutions are greater when atomic lines are included 
than for continuum values only. Thus the thin solutions will be 
less applicable when atomic lines are included than is indicated in 
the figures. 
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Heat Transfer to Evaporating Liquid Films 
Results are presented for the heat-transfer coefficient for evaporation from the surface of 
water films flowing along the outside surface of a vertical tube for the cases of laminar and 
turbulent flow. Correspondence with results for condensation and liquid heating is shown 
and the transition from laminar to turbulent flow is indicated to depend on quantities 
other than Reynolds number. 

Introduction 

IN ORDER to predict the performance of falling film 
evaporation, it is necessary to know the heat-transfer coefficient 
for non-nucleating conditions in which all the evaporation takes 
place from the surface of the film and in consequence essentially 
all of the heat is conducted through the whole liquid layer. 
Data on this kind of heat transfer is not extensive and predictions 
for laminar flow have been based on the Nusselt film or its modifi
cation [ l ] 1 for the effect of capillary waves on the surface of the 
film. For the turbulent regime, initiated at some postulated 
Reynolds number, theoretical predictions, like those of Dukler 
[2], have been used to estimate the local heat-transfer coefficient. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript re
ceived by the Heat Transfer Division November 6, 1970. Paper No. 
71-HT-H. 

To appraise the validity of such estimates, measurements of 
the heat-transfer coefficient have been made for a water film 
running down the surface of an electrically heated vertical tube, 
for saturation temperatures in the range of 83 deg F to 212 deg F, 
with an overall Reynolds-number range of 320 to 21,000. The 
apparatus and procedure are described briefly in the Appendix and 
the results, expressed as the heat-transfer coefficient, are shown 
as points in Fig. 1. Bach point is the appropriate local value for 
the Reynolds number indicated and because the evaporation 
was but a small fraction of the flow rate, this coefficient existed 
over almost the whole tube length. Each point therefore repre
sents the result of one run. Table 1 gives the range of parameters 
covered experimentally. 

Fig. 1 also contains curves showing the prediction values of the 
heat-transfer coefficient for the Nusselt layer and for turbulent 
flow according to Dukler, and it is obvious that the results do not 
correspond well to such predictions. The ensuing consideration 
deals with the significance and correlation of the heat-transfer co-

-Nomenclature-

A = dimensional constant (Btu/hr-deg 
F-ft2) 

Cf = friction coefficient (dimensionless) 

Cv = specific heat (Btu/lb-deg F) 

17 = gravitational acceleration (ft/hr2) 

h = local heat-transfer coefficient (Btu/ 

hr-deg F-ft2) 

h = average heat-transfer coefficient 

(Btu/hr-deg F-ft2) 

k = thermal conductivity (Btu/hr-deg 
F-ft) 

K a = Kapitza number, — (dimension-
pcr3 

less) 

L = wall length (ft) 

numerical constant 
pressure (Ibf/ft2) 

k 
heat flux (Btu/hr-ft2) 
temperature (deg F) 
average downward velocity (ft/hr) 
coordinate down the wall (ft) 

We = Weber's number, ' 

n 

P 

Pr = Prandtl number, 

T 

V* 

a = thermal diffusivity (ft2/hr) 
P = mass flow rate per unit width of 

the wall (lb/ft-hr) 
8 = film thickness (ft) 
X = latent heat of vaporization (Btu/ 

lb) 

[i = absolute viscosity (lb/ft-hr) 

v — kinematic viscosity (ft2/hr) 

p = density (lb/ft3) 

cr = surface tension (lbf/ft) 

r = shear stress at the wall (lbf/ft2) 

Subscripts 

H = liquid heating without evaporation 

i = wave inception 

L = at x = L 

0 = condition at x = 0 

s = saturation condition 

tr = trans'tion 

w = at the wall 
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Fig. 1 Local heat-transfer coefficient as function of Reynolds number; curve A is the Nusselt solution, equation (3); curve B is the " w a v y laminar" 
solution, equation (6); for turbulent flow the solid curves are the empirical fit to the data, equation (8) , shown for various integral values of the Prandtl 
number and also for the four particular values for which the indicated data were obtained; the broken curves are the turbulent prediction of Dukler [2] 

Table 1 Experimental conditions 

A p p r o x i m a t e S a t u r a t i o n P r e s s u r e (in. Hg) 

A p p r o x i m a t e S a t u r a t i o n T e m p e r a t u r e ( F) 

P r a n d t l N u m b e r 

F e e d Ra te ( l b s / h r ) 

F e e d R e y n o l d ' s N u m b e r 

F i l m T h i c k n e s s (mi l s ) 
( E s t i m a t e ) 

H e a t Input 

M i n i m u m 

M a x i m u m 

M i n i m u m 

M a x i m u m 

M i n i m u m 

M a x i m u m 

M i n i m u m 

M a x i m u m 

C u r r e n t ( amps) 

Vol t age d r o p (Volts) 

B T U / h r 

C u r r e n t ( amps ) 

Vol t age d r o p (Volts) 

B T U / h r 

1. 14 

83 

5. 7 

47 

1190 

32 0 

8000 

10 

40 

100 

2. 1 

720 

136 

2. 94 

1350 

1. 51 

92 

5. 1 

83 

730 

630 

5480 

12 

32 

133 

2 . 9 

1300 

147 

3 .2 

1600 

6. 52 

144 

2 . 9 1 

120 

1170 

1460 

1 4 , 4 0 0 

11 

35 

154 

3 .42 

1800 

156 

3. 5 

1870 

2 9 . 8 0 

212 

1.77 

240 

1050 

4800 

2 1 , 000 

15 

.30 

159 

3 .66 

2000 

181 

4. 2 

2600 

efficient for the laminar and "turbulent" regimes. The considera
tion is perforce approximate, since not enough is known about the 
nature of the flow to permit an analysis based on the dynamics of 
the fluid motion itself. 

Laminar Regime 
For the flow of a liquid layer of constant properties down a 

vertical surface, in the steady region after the flow is developed, 
the integration of the equation of motion yields a parabolic pro-

T »a t ( ° F » 

P r 

Ka 

Re j 

R e t r 

W e t r 

W e t r 

R e t r 

W e t r 

Table 2 Transition values for present 

212 

1 .77 

0. 0 3 1 4 x l 0 _ u 

3 3 . 3 

3 1 6 0 

1 .66 

2 . 4 6 

1700 

1 .04 

150 

2 . 7 5 

0. 1 0 Y x ! 0 " ; 1 

2 9 . 8 

1980 

1 .44 

1 .97 

1280 

1 .06 

110 

•1. 05 

0 . 4 4 & X 1 0 - 1 1 

2 6 . 2 

1320 

1 . 3 5 

1 .76 

1000 

1 .06 

experiment 

83 

5 . 7 

1. 1 9 x l ' j - ! 1 

24 

920 

1. 19 

1.49 

8 0 0 

1. 03 

Equations 

R e 

4 

10 

11 

6 

1 

7 

1 

file for the velocity distribution and the mass rate of flow is related 
to the thickness as: 

PI & 
v 3 

(1) 

If evaporation or condensation takes place a t the free surface, 
then the latent heat must be conducted through the layer, so that 

dx 8 
(2) 

The combination of equations (1) and (2), with r = 0 at x = 0 
for T„ > Tw and r = T„ a t x = 0 for Tw > T„ yields the Nusselt 
solution, which is expressed in terms of the heat-transfer coef
ficient, h = k/8. In the evaporation experiments considered 

here, the evaporation was small compared to the flow 
\T dx 

0 I and thus the heat-transfer coefficient was essentially constant 

in the fully developed flow regime. 
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* - ! - dr(r(" * ) • 

(3) 

This is curve A of Fig. 1. 
Kapitza2 predicted that capillary waves would form on the 

laminar-layer surface when the Reynolds number exceeded the 
value of 

= 2.43 
pa3 

• V H 

(4) 

Here ii4g/pcr3 is the Kapitza number, Ka, and values thereof 
are shown in Table 2, together with the Reynolds number indi
cated by equation (4), for the four temperature levels of the ex
periments; surface ripples are expected to have existed for all 
operating conditions. The analysis of Kapitza, presuming wave
lengths long compared to layer thickness, indicated that the 
average layer thickness for a given flow rate is reduced by the 
action of the ripples, so that the heat-transfer coefficient is in
creased. Zazuli3 examined condensation data and formulated an 
empirical correction factor for condensation data in terms of aver
age heat-transfer coefficients 

/TV-11 . 
COripplos = 0.8 I — I ANUSSOH w 

By assuming, for the condensation problem, h ~ (T/fj,)", it is 
found that the local coefficient to be consistent with equation (5) 
must be 

0.606 — k^y/' /TV0'1 
(6) 

or, assuming that, the increase in local heat-transfer coefficient 
arises entirely from a reduction in the average film thickness, 

"ripples 

ONUSHCH 
1.33 

4TX-o.ii 

M / 
(7) 

Equation (6) is curve B of Fig. 1. I t predicts well the experi
mental results at lower Reynolds numbers as obtained primarily 
at the two lowest experimental temperatures. 

Turbulent Regime 
Most of the results shown in Fig. 1 give higher coefficients than 

those predicted from equation (6) and are considered arbitrarily 
as being in the turbulent regime, though no hydrodynamic results 
were obtained to indicate whether or not the flow was really tur
bulent. These heat-transfer coefficients could be approximately 
fitted by the relation 

'A 
3.8 X 10"3 4TV-4 

(8) 

Equation (8) is shown in Fig. I by lines for various Prandtl num
bers. The fit to the results is good down to the immediate 
vicinity of the "wavy laminar" line where there is an indication of 
a more gradual join to the wavy laminar line than is indicated by 
the intersection of equations (6) and (8). The results for v/ct — 
5.7 imply "turbulent" flow at Reynolds numbers down to the 
order of 1500 and those for the lowest Prandtl number of 1.77 (for 
which none of the results were near the "laminar" line) imply the 
possibility of laminar flow up to 4T//J = 3200, or somewhat 
less if a more gradual transition is considered. 

Wilke [3] presented results for the heating, essentially without 
evaporation, of falling films of water and mixtures of water and 
ethylene glycol on the exterior of a vertical tube. He gave a 
correlation for "turbulent" heat-transfer coefficients as 

•• Kutadeladze [1 ], p. 307. 
1 Kutade ladze [1 ], p . 307. 

hh 

2 XV> 

gh'-
= 8.7 X 10"3 — f)"& (!)) 

valid for 4F/p. > 3200, though Wilke implies from the results of 
Feind that the flow was probably turbulent for 4T/jU > 1600. For 
"non-laminar" flows for 4F/fj, < 3200, Wilke presents separate 
correlations which, only for water, via. = 5.4, depart less than 15 
percent from equation (8). 

For a Prandtl number of 5, equation (8) gives h(v2/gk3)1/3 = 
10.7 X 10-3(4T/ /u)0-4, while equation (9) gives 15.0 X lO"3 

(4T//Z)0-4, the ratio hH/h thus being 1.40. This ratio is at least in 
the expected range for the contrast between heating and evapora
tion though it is greater than can be predicted for films having 
turbulent characteristics similar to those associated with pipe 
flows. 

I t is appropriate to note further the consequences of the usual 
"analyses" that are based on the conventional hypothesis about 
turbulent flow that are consistent with pipe flow. In these, since 
r = pgS and C,/2 ~ (4T/jt)-», there is obtained 5 ~ T * 2 " " ) / 3 

2 — u 
so that for re = 0.2, = 0.60. Feind gives S ~ T0-53 and it is 

possible that there exists an analog to equation (7) for turbulent 

CtCvV / » V / 3 

25 
2 2n 

so that with n = 0.2, in = 0.20 as given in 

(5) flow. If the Colburn analogy is adopted h = ay- and 

h 

the limit of high Reynolds numbers bj r theories such as that of 
Dukler, shown in Fig. 1, but such values are at variance with the 
experimental dependence of the heat-transfer coefficient on the 
Reynolds number. Clearly, there is no conventional friction-
factor relationship which will give m = 0.4. 

Departure From Laminar Regime 
The intersection of equations (6) and (8) indicates a departure 

from the "wavy laminar" regime at the Reynolds number 

( 7 ) , " 58°° ( 0.215(Ka)- v ' (10) 

the latter form arising from the fact that the Kapitza number is a 
power function of the Prandtl number in the temperature range 
involved, with the viscosity being the controlling element of both 
Kapitza and Prandtl numbers. Wilke defined a "departure" 
Reynolds number in his experiments in terms of the first de
parture of the heat-transfer coefficient from laminar performance. 
Because the transfer from the laminar to the turbulent line is 
actually less abrupt than given by the intersection of equations 
like (6) and (8), his departure Reynolds numbers are relatively 
lower; they were given by him as: 

\ M Jtr W 
(II) 

Table 3 Transition values for Wilke experiment 

M a s s f rac t ion 
of glycol (%) 

Mole f rac t ion 
of Glycol (%) 

P r 

Ka 

R e i 

R e t r * 

W e t r 

0 

0 

5 .4 

1. 1 5 x l 0 " U 

24 

830 

1. 06 

16 

5 

9 . 4 

6 . 7 x l O - n 

20. 5 

570 

1. 05 

55. 5 

2 5 . 7 

4 3 . 4 

1 . 2 9 x l 0 " 8 

. 1 2 . 7 

215 

1. 11 

77. 1 

50 

104 

3 . 9 6 x l 0 " 7 

8. 5 

122 

I. 23 

95 

85 

210 

7 . 8 x l 0 ~ 6 

7. 1 

80 

1.42 

*Eq. , (H) 

Journal of Heat Transfer NOVEMBER 1971 / 393 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://4TX-o.ii


40 

20 

H 10 
I 

-i r 

\ ( FVI4.7 PSIA 
\TS=2I2°F 

-: Eq (16)] 

- I I I I I 

T 1 1 1 r 

N Ps=l.27 PSIA 
Ts= HO" F 

:Ts=l60"F 

EXPERIMENTAL POINTS 
TsCF) 
212 
160 
110 

NUCLEATION 
0 
D 

NO NUCLEATION 
® 
H 
A 

I I I I. I I I 
8 10' 6 8 104 6 8 I05 

Fig. 2 Wall superheats at incipient boiling as function of Reynolds number at different saturation pressures 

The Weber number has been evaluated as a possibly more 
appropriate departure criterion for this transition. It, is 

We* = ^ = -i ^ (-V ~ 
a 16 pa \ n ) 5 

(12) 

If equation (7) is used to evaluate S then the values in Table 2 
are obtained; slightly lower values of the Weber number proceed 
from the use of equation (1) to evaluate 5; these too are shown in 
the table as lower and somewhat less variable values of the Weber 
number. Table 3 contains a similar appraisal, with S obtained 
from equation (1), for the results of Wilke. Again a Weber 
number of the order of unity is indicated for the point of de
parture from laminar behavior. The Weber numbers were 
evaluated using Wilke's tabulated properties [3], except the 
surface tension which was estimated by taking an average value 
weighted by mole fractions. These results imply that a Weber 
number of the order of unity may be a transition criterion in a 
falling liquid film. 

Remarks on Condensation 
I t is important to note how the "turbulent" results for evapora

tion, given by equation (8), are related to existing recommenda
tions for the specification of condensation with turbulent flow. 
With condensation instead of evaporation d.V/dx is always 
significant and 

, dV 

dx 
TJ (13) 

Taking h = A(T/fx)n, integration yields, for (T/fi) > (T/jx)h 

\M Jtr 

A'(l - n')ATL 

/j.\ 

/ry-» A'(i - n') 
- ( - ) -77: r (14) 

\njtr A(l - n) 

flow, equation (8), and the unprimed quantities are those asso
ciated with wavy laminar flow, equation (6). Insertion of these 
quantities and rearrangement gives, for the average heat-transfer 
coefficient, \Y/{ATL), 

\k*g) 

4 X 10- (T(W 
'-e):(0j-—(rar(0j 

(15) 

For Reynolds numbers reasonably higher than the transition 
Reynolds number, the denominator of equation (15) is essentially 
unity. For a Prandtl number of 5 and a high Reynolds number, 
equation (15) becomes 

(£)'* -iw > < ^ (~J 
Kirkbride's4 equation, usually taken to represent results for 
Prandtl numbers like 5, is of this form, with a constant of 13.4 X 
10~3. I t is also shown by Chun [5] that there is a reasonable 
correspondence of equation (15) with other results, such as those 
ofGrigull[6]. 

For Reynolds numbers near transition, the value of the transi
tion Reynolds number becomes critically important. The 
inferences of Tables 2 and 3 imply that it should be evaluated on 
the basis of a Weber number near unity. 

Nucleation 
Equations (6) and (8) are representative of expectation as long 

as no nucleate boiling occurs. Boiling could be made to occur in 
some conditions of operation, usually at a location near the bot-

where the primed quantities are those associated with turbulent 4 MoAdams [4], p. 335. 
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Fig. 3 Schematic drawing of experimental loop 

Chun [5] has also applied to these results other theories of 
nucleation and shows that equation (13) is the most, appropriate 
for these results. 

Summary 
Results have been presented for heat-transfer coefficients for 

evaporation to surrounding saturated vapor from the surface of 
a water film running down the exterior of a vertical stainless steel 
tube. In the laminar regime these results are in accord with in
ferences made from the behavior of the average heat-transfer co
efficient in laminar condensation. 

In the regime of apparently turbulent flows there is obtained a 
correlation of the heat-transfer coefficients of the usual power-law 
type, which agrees with average heat-transfer coefficients ob
served for condensation at Prandtl numbers near 5, and with the 
liquid heating data of Wilke. The influence of Prandtl numbers 
in the present correlation is larger than expected. ' 

The transition to the "turbulent" flow cannot be characterized 
by a Reynolds number and there is some indication that the 
Weber number way have an important influence on transition. 

The incidence of nucleate boiling was specified best by the use 
of the elementary liquid superheat model. 
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toin of the tube. This could lie determined visually and also by 
a sudden reduction of wall temperature in the region where 
bubbles were observed. This indicates that once nucleation is 
initiated it will continue at the lower superheat associated with 
the higher heat-transfer coefficient for boiling. 

Fig. 2 shows-wall superheat as a function of Reynolds number 
for runs with and without boiling, for three saturation tempera
tures, at two of which boiling was observed. Where the tem
perature difference exceeds 10 deg F, or boiling is indicated, the 
runs were made specifically in the search for nucleation, and the 
results are not shown in Fig. 1. The figure also contains curves 
indicating the liquid superheat, Ttl — 1\, needed for a bubble to 

grow, 

T - T = 2'HRa 
Apr 

(16) 

To apply this to the wall heated system, r needs to be visualized 
as a cavity radius and Ta as the temperature of the wall, Tw. 

Equation (16) is then shown in Fig. 2 for a radius of 3.25 X 10~6 

ft, the value thereof needed to give a superheat, Tw — T„ of 6.6 
deg F for nucleation at atmospheric pressure, to provide corre
spondence with observation. The results for 4.74 psia corre
spond to this prediction and, at 1.27 psia, the prediction superheat 
is 34 deg F and no boiling was observed because the experimental 
system could not attain heat fluxes which would produce tem
perature differences as large as this. 

A P P E N D I X 

System and Experiment 
The experimental arrangement provided for the flow of distilled 

water down the exterior of a vertical tube. This tube was 1.125 
in. in diameter, with a wall thickness of 0.004 in., and within its 
HVrin- long heated length contained a cylindrical bakelite insert 
which supported thermocouples which touched the interior wall 
of the tube, two at each of the locations shown in Fig. 3. Copper 
conductors were soldered to the tube, inside at the top of this 
heated section and outside at its bottom. Flectric current was 
thus passed longitudinally through the tube to provide heating, 

About 12 in. of the 24-in-long tube was to permit hydrody-
namic development above the heated section, and on top of this 
was a distributor made of sintered metal to provide for uniform 
water distribution to the tube. This water supply was provided 
by the sj^stem shown in Fig. 3, incorporating a condenser, pump 
and flowmeters. 

In operation the system was charged with water and this was 
circulated with vacuum in the tube enclosure to provide deaera-
tion. Electric power was then applied and data were obtained 
after steady state was attained. 

The minimum feedrate was limited by the occurrence of cir-
cumferentially nonuniform wetting, with the formation of ac
companying rivulets on the surface of the tube. Non-wetting, 
of course, would lead to serious local overheating. The maximum 
feedrate was limited b}' "overshooting" of the feed at the distrib-
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utor, so that all the liquid would not attach itself to the tube 
surface. 

The amount of vaporization was deduced from the electrical 
energy input and the exterior wall temperature from the measured 
internal temperature, accounting for the heat generation in the 
wall. The vapor temperature was both measured and deduced 
from the measured pressure. With this information on heat flux 
and temperature difference, local heat-transfer coefficients could 

be evaluated, and the steady values obtained from the lower 
portion of the heated section constitute the results. The initial 
region of thermal development was from 3 to 5 in., though in some 
cases increased liquid subcooling increased this length to 8 in. 

All properties involved in the correlation of the heat-transfer 
coefficient were evaluated at the saturation temperature and 
since in most cases the overall temperature difference was about 
10 deg F or less, this property evaluation is satisfactory. 
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Turbulent Boundary Layer and Heat 
Transfer Measurements Along a 
Convergent-Divergent Nozzle1 

Boundary layer and heat transfer measurements are presented along a cooled, conical 
nozzle with a convergent and a divergent half-angle of 10 deg. Semi-empirical anal
yses are considered in conjunction with the measurements. The heat transfer is 
found to be describable by using the integral form of the energy equation once the relation
ship between the Stanton number and energy thickness Reynolds number has been estab
lished from the measurements. The friction coefficient, however, is not described ac
curately along the entire nozzle by existing formulations considered. 

• 4 ; I HIS PAPER is concerned with the mean structure 
and development of a turbulent boundary layer in an accelerating 
flow through a cooled, supersonic nozzle. The investigation is 
relevant to rocket engines that operate at thrust levels for which 
laminarization does not occur. There appears to be an upper 
bound on the occurrence of laminarization and on the associated 
reduction in heat transfer below that typical of a turbulent bound
ary layer. The experimental results in reference [ l ] 2 indicated 
turbulent boundary layer heat transfer at throat Reynolds 
numbers ReDth on the order of one million and higher. The 
thrust level corresponding to this throat Reynolds number for a 
hydrogen-oxygen propellant combination for example is F = 
10,000 lb if the chamber pressure is 100 psia [2]. At higher 
chamber pressures and thus thrust levels, throat Reynolds 
numbers would be higher since ReDthre (Fpt)1^- Therefore, 
many rocket engines operate in the turbulent boundary layer 
regime and consequently there is considerable interest in calcu
lating convective heat transfer from turbulent boundary layers 
in nozzles. I t is realized that such calculations are essentially 
empirical because of our limited knowledge of the effect of ac
celeration on the flow and thermal structure of turbulent bound
ary layers and of the simultaneous effects of wall cooling and 

0.06 x 0.06 
CIRCUMFERENTIAL 
STEP (BOUNDARY) I I APPROACH 
LAYERTRIP} ,J \. SECTION 

1 This work presents the results of one phase of research carried out 
in the Propulsion Research and Advanced Concepts Section of the 
Jet Propulsion Laboratory, California Institute of Technology, 
under Contract No. NAS 7-100, sponsored by the National Aero
nautics and Space Administration. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Pleat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 
15-18, 1971. Manuscript received by the Heat Transfer Division 
January 16, 1971. Paper No. 71-HT-4. 

STAGNATION 
PRESSURE 
PROBE 

DIMENSIONS IN INCHES 

Fig. 1 System investigated 

compressibility (see the survey by Bartz [3] on the flow of rocket 
combustion gases and heated air, and recent measurements in 
heated air flows [4-6]). 

In this investigation boundary layer measurements were made 
with small pitot tubes and thermocouples along a nozzle (Fig. 1) 
which had a smooth (32-microinch-finish) wall. Air was com
pressed and heated to a pressure of 150 psia and a temperature 
of 1500 deg R at a remote distance upstream of the nozzle. The 
cooled wall to stagnation temperature ratio was about 0.5. At 
this operating condition, heat transfer measurements reported in 
reference [7] over a large range of stagnation pressures (Reynolds 
numbers) were found to be typical of a turbulent boundary 
layer. This observation formed the basis for traversing the 
boundary layer at a number of axial positions in order to study 
its structure and development. 

Misalignment between the flow and the probes in the outer 
part of the boundary layer was not significant because of the 
gradual contour of the nozzle. Thus controlled measurements 
provided information on turbulent boundary layers subjected to 
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the kind of flow acceleration found in practice. In this regard 
the nozzle shape resembles a rocket thrust chamber in which the 
combustion chamber is an integral part of the nozzle. Of 
course, combustion and injection effects are not present in this 
investigation. 

At the nozzle inlet, the velocity boundary layer was about 0.40 
of the inlet radius and the thermal boundary layer was slightly 
thicker. The effects of varying the operating conditions and 
inlet conditions were also investigated, i.e., changing the unit 
Reynolds number, the inlet boundary layer thicknesses, and 
the amount of wall cooling. In addition to the heat transfer 
measurements made along the nozzle, the wall shear stress could 
also be determined at the probe stations. 

Semi-empirical analyses are considered in conjunction with 
the measurements to obtain information about the flow and to 
determine the extent to which the flow is predictable. These 
analyses pertain to the mean structure of turbulent boundary 
layers as obtained from mixing length and transformation the
ories, and from solutions of both the integral and differential [8] 
forms of the boundary la3'er equations. The integral analyses 
are based on a solution of the energy equation alone, and on a 
simultaneous solution of the momentum and energy equations [9]. 

Measurement Description 

Static pressures, semi-local wall heat fluxes, and coolant-side 
wall temperatures were measured along the nozzle wall. Free-
stream conditions upstream of the nozzle were obtained from 
probe measurements and those along the nozzle were obtained 
for isentropic expansion of the external flow (y = 1.4) to the 
measured wall static pressures. The heat flux was determined 
by calorimetric measurements in relatively small circumferential 
coolant passages. There were 36 such passages along the nozzle. 
The gas-side wall temperature was calculated from the measured 
wall heat flux and coolant-side wall temperature. The heat 
transfer measurements are believed to be accurate to about 
± 5 percent when the gas temperature was 1500 deg R. Addi
tional information on the test apparatus and measurement 
technique as applied to an investigation of a nozzle with a differ
ent contour than investigated herein is presented in reference [4]. 

Boundary layer surveys were made with a small flattened pitot 
tube 0.005 in. high and with thermocouple probes. Descriptions 
of the probes used in the convergent section of the nozzle and 
of the measurement technique are given in reference [7]. There 
were two rows of probe locations in the streamwise direction 

-Nomenclature-

A = constant 
An, = throat cross-sectional area 

c = constant 

cD = mass flow coefficient, 
TOl-D 

c, — friction coefficient, — — 

cp = specific heat at constant pressure 
D = tube or nozzle diameter 
H = enthalpy 

K = acceleration parameter, — —? 

u* dx 

K = acceleration parameter, ~;—^-JT 

L = cooled approach length 
m = mass flow rate 

TOi^rj = one-dimensional value, 7 
V Y + 1 / 

7 + r 
7 - 1 

'/'-

PtA th 

M 
V 

Pr 

R 

R e , •-

Mach number 
pressure 
Prandtl number 
wall heat flux 
nozzle radius 
throat radius of curvature 
throat radius 
gas constant 

Reynolds number, -5-5- ; where S is 8, <$>, or D 
Me 

9V St = Stanton number 

T = 
Tt

+ = 

( f f » — Hw)peue 

UT 

temperature 
dimensionless temperature, equation (6) 
velocity component parallel to wall 
dimensionless velocity, equation (6) 

= friction velocity 
!ity* fer 

velocity component normal to wall 
distance along wall 

y = distance normal to wall 
y+ — dimensionless normal distance, equation (6) 

z = axial distance 
a = frictional heating parameter, equation (A-ll) , or 

thermal dif'fusivity 
(3 = cooling parameter, equation (A-10) 
y = specific heat ratio 
S = velocity boundary layer thickness 

** ™ / o* cos 
5* = displacement thickness, rS* = 5* I r - — 

/ ; ( • 

^ ) 

(?' — y cos a)dij pu 

' 0 \ PA, 
6h = eddy' diffusivit}' for heat transfer 
em = eddy diffusivity for momentum transfer 

6 = momentum thickness, rO = 

r 
( 6 cos <x \ 

r~ -IT-) 
pu 

' 0 P«Me 

K = constant 
pi = viscosity 
v = kinematic viscosity 
p = density 
a = angle between wall and axis 

T,T = wall shear stress 

(r - y cos a)dy 

(f> = energy thickness, »-0 = 

'H, - H. 
X 1 -

4 - ^ H ; 
(r — y cos <r)dy 

pu 

\Hm - H 

03 = viscosity-temperature exponent 

Subscripts and Superscripts 

aw = adiabatic wall condition 
e = condition at free-stream edge of boundary layer 
i = condition at nozzle inlet 
r = reference condition 
s = Coles' mean sublayer reference condition 
t = stagnation condition 

th = throat condition 
0 = reservoir condition or value at probe position 0 

w = wall condition 
( ) = constant property value 
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Fig. 2 Velocity profiles Pig. 3 Mass flux profiles 

along the convergent part of the nozzle. To avoid flow inter
ference the probes were moved from one axial location to another 
from test to test. The pitot tube- was always located 90 deg 
circumferentially from the temperature probe at the same axial 
location. There were four such pairs of stations. Probe 
measurements were also made in the supersonic region near the 
nozzle exit. A shielded, aspirating, thermocouple probe 0.010 
in. high was used at the exit station, whereas the thermocouple 
probe upstream in the convergent section (Me < 0.2) consisted 
of an exposed thermocouple. 

Results 
Shape of Boundary Layer Profiles. Velocit}' profiles are shown up

stream and along the nozzle in Fig. 2. The distance across the 
boundary layer is normalized by using the momentum thickness 
6 so that the profiles can be compared to each other locally. 
Along the convergent section acceleration causes a significant 
departure in the profiles from the 1/-t power curve that is shown 
as a reference profile, and which is a fair representation of the 
measured profile upstream of the nozzle. The velocity profiles 
become steeper near the wall and flatter in the outer part of the 
layer, although the largest change occurs in going from probe 
position 1 to 2, with little change then occurring at subsequent 
stations in the convergent section. Near the nozzle exit where 
the flow is supersonic and compressibility effects are important, 
the profile becomes less steep near the wall, presumably as a re
sult of viscous dissipation. The measurement nearest the wall 
corresponds to a Mach number of 1.03 so that the entire measur
able portion of the boundary layer was supersonic. In the outer 
part of the layer, the profile is the same shape, however, as the 
profiles obtained in the latter part of the convergent section. 

The variation of the boundary layer mass flux profiles up
stream and along the nozzle is shown in Fig. 3. Because of the 
combined effects of acceleration and wall cooling, the mass flux 
in the outer part of the boundary layer along the convergent 
section eventually exceeds the free-stream value so that the 
effective displacement caused by the boundary layer is not into 
the external flow, but instead into the wall. For this situation 

the displacement thickness S* is negative. Near the nozzle 
exit the mass flux is appreciably reduced near the wall because 
of viscous dissipation. However, the mass flux in the outer part 
of the boundaiy layer still exceeds the free-stream value by a 
sufficient amount so that the displacement thickness remains 
negative. 

The velocity and mass flux profiles differ markedly along the 
nozzle; however, the temperature profiles are remarkably similar 
as seen in Fig. 4. These profiles are described fairly well by the 
V7 power curve shown. In the representation of Fig. 4, the 
temperature difference ratio is the local total gas temperature, and 
the distance normal to the wall is made dimensionless with the 
energy thickness (j>. 

Heat Transfer. By virtue of the similarity between the tem
perature profiles along the nozzle on a y/<j> basis, one suspects 
that there may also be a relationship between the heat transfer 
and the energy thickness, which would follow directly for ex
ample if the boundary layer were laminar. To test this hy
pothesis it is first necessary to calculate the energy thickness 
distribution along the nozzle, and this can be done by using the 
integral form of the energy equation 

d 
— [ripeue<l>(H,o - ff„)] = r>'?„ 
dx 

(1) 

This relation applies to axisymmetric flow with j = 1 and to 
flow over a plane surface with j = 0. Using the measured 
energy thickness (j> upstream of the nozzle as the initial value, 
the energy equation was integrated along the nozzle by intro
ducing measured wall heat fluxes and the free-stream flow vari
ables to obtain the distribution of 4>. The relationship between 
4> and 4> that arises because of the definition of the energy defect 
in the flow to which <j) is associated and the integral to which 
4> is related in equation (1) is given in the Nomenclature. The 
difference between </> and (j>, however, is small. 

The result of this calculation is shown in the upper part of 
Fig. 5 where the Stanton number (actually, St Pr0-6) is shown as 
a function of the energy thickness Reynolds number. Also 
shown is the relation 
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Fig. 4 Temperature profiles 
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Fig. 5 Heat transfer-energy thickness Reynolds number relation 

St Pr°-< 
He 

(2) 

adopted from the analogous Blasius friction coefficient-momen
tum thickness Reynolds number relation, and which includes a 
Prandtl number factor. In this relation A is taken to be 0.015 
to fit the data. This value is slightly higher than the Blasius 
value of 0.0128. In Fig. 5 the experimental results are identified 
upstream of the nozzle, at the inlet, then along the convergent 
section to the throat, and then in the divergent section to the 
exit. Clearly, if a correlation is to be achieved, a correction 
needs to be made for compressibility effects^ since the data lie 
progressively below the' curve shown as one proceeds toward the 
nozzle exit and the Mach number increases (Fig. 6). If instead, 
the density and viscosity in equation (2) are evaluated at a 
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Fig. 6 Mach number, friction coefficient, and Stanton number distribu
tions 
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Fig. 7 Effect of unit Reynolds number on the heat transfer-energy thick
ness Reynolds number relation 

reference temperature, the relatiozi becomes 

St Pr0-6 = A I -
\Pe 

,l (V*\U h.u&\-l/l 

To establish the magnitude of the compressibility correction 
that is needed, the reference temperature is taken as the adi-
abatic wall temperature, and the data are shown in the lower 
part of Fig. 5 in terms of the heat transfer group 

St Pr 0 ! m A ( 3 - a ) 

In this relation the viscosity was taken as ixaT", with a) = 0.7 
providing a good approximation to the actual variation of vis
cosity of air with temperature over the temperature range of 
interest. The adiabatic wall temperature was calculated using 
a recovery factor of 0.89, a value for air which apparently does 
not differ much in accelerated turbulent boundary layers [10]. 
The agreement between the experimental data and the following 
prediction including the conrpressibility correction is much im
proved (lower part of Fig. 5) and indicates the magnitude of the 
reduction in the Stanton number below the low-speed value. 

St Pr0-6 
'A ( 3 - a ) 

A(e*4y* (3) 

Of note is that the use of the Eckert reference temperature [11] 
would not correlate the data, e.g., near the end of the nozzle 

where M , = 3.6, —r = 1.78, however -~ = 3.31. Consequently, 

the predicted Stanton number would be about 40 percent higher 
than given by equation (3). 

Some generalizations of the heat transfer results in Figs. 7-9. 
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Fig. 9 Effect of wall cooling on the heat transfer-energy thickness 
Reynolds number relation 

In Fig. 7, results are shown at lower and higher stagnation pres· 
sures so that the unit Reynolds numbers spanned a twofold 
range. In Fig. 8, results are shown with a shorter length L 
of upstream tube so that the energy thickness upstream of the 
nozzle was less by a factor of about '/a. In Fig. 9, results are 
shown at a lower stagnation temperature so that the amount of 

Tw 
wall cooling was less, i.e., larger value of 'T"-' All of these data 

iO 
are correlated fairly well by equation (3), Unfortunately, it was 
not possible to obtain reliable heat transfer measurements with 
a smaller amount of wall cooling or wall heating to ascertain if 

there is a separate effect of T W on the heat transfer correlation. 
TiO 

At least for the range of wall cooling investigated, the effect of 
compressibility appears to predominate in the supersonic region 
and this is in accordance with the suggestion by Bartz [3J, 
There may be some effect of wall cooling in the convergent section 
such as there is upstream of the nozzle in the cooled section [12], 
but it may be partially obscured by local flow separation that is 
believed to have occurred in the nozzle inlet section because of a 
compressive turning of the flow in entering the nozzle (e.g., see 
reference [13J for flow through a nozzle with a steeper contraction 
section). The separation region in the nozzle inferred from the 
measured pressure rise, however, is relatively small, and in this 
regard, heat transfer measurements are not shown in Figs. 
5, 7-9 upstream of the beginning of the curved section of the 
nozzle (Fig. 6). The values labeled upstream of the nozzle 
in Figs. 5, 7-9 were obtained near the boundary layer probe 
station 0 where the heat transfer measurements are of the same 
magnitude as they are downstream of the beginning of the 
curved section of the nozzle (Fig. 6). 

The fairly good correlation of the heat transfer results suggests 
a straightforward prediction method involving the energy equa
tion alone, although such a specification is not new, having been 
suggested earlier by Ambrok [14J and found previously to be 
in reasonably good agreement for accelerating [3, 4, 1/i, 16J, decel· 
erating [17], and accelerating-decelerating [18J tlll'bulent bound
ary layers. For completeness the method is given herein. The 
energy thickness is obtained by integration of equation (1) along 
the wall to give the following relation once the wall heat fiux is 
specified in terms of the energy thickness by equation (3). 
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;) 1 1 i"[ A'/· ] (A/I>i)'/' ~A-- ~ dx+ ~-
4 PrO.6 A'/' 0 (p,1l,/fJ,j/' A 

(4) 

where 

~ = (Haw - Hw)( :" )'/'(3-W) 
HiO ~Hw 7 nw 

Knowing the free-stream flow variables, the thermal conditioll 
along the wall, and the initial condition denoted by the subscript 
i, the energy thickness can be obtained for example as shown in 
Fig. 10. The Stanton number can then be calculated from 
equation (3) as shown in particular in Fig. 6, and the heat fiux i, 
determined from 

(5) 

Velocity and Temperature Profiles. In addition to observing the 
shape of the boundary layer profiles as they were shown in the 
representation of Figs. 2-4, there is also interest in appraising 
these profiles in terms of existing information on turbulent 
boundary layers that has been expressed in terms of the dimen
sionless velocity 1l + and temperature 7' t + profiles as a funct.ion 
of y+, These quantities are defined aH 

(1) 

where the friction velocity IlT = ( )

'12 Tw 

pw 
To establish the pro-

files in this representation it is necessary to determine the wall 
shear stress T w , a quantity that is difficult to measnre directly ill 
accelerated flows. Of course, a determination of the wall shear 
stress is also important in itself to appraise the importance of 
frictional effects. 

Because of the number and relative closeness of the probe 
stations along the convergent section of the nozzle, the integral 
form of the momentum eqnation 

(7) 

could be applied in this region. Integration of equation (7) 
along the wall gives 
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M 2) ti du,' 
e 11., d:r 

+ --;- dx = Jdx iJ d1'iJ IX c 
1" dx 2 

Xl 

(8) 

The left side of thi~ equation was evaluated from the boundary 
layer measurements and the known free-stream flow variables 
beginning from probe position 1. The relationship between 0, /3* 
and iJ, 8* given in the Nomenclature follows directly from the 
definition of the momentum and mass flow defects to which 0 
and /3* are associated and the integrals to which iJ and 8* are 
related in equation (7), similar to the C/>, cjj relation. This result 
is shown by the dashed curve in Fig. 11. The friction coefficient 
is then determined by satisfying the momentum balance as indi
cated by the solid line shown in Fig, 11. 

Upstream of the nozzle at probe position 0, the friction coeffi
cient was inferred from the heat transfer measurements from a 

c1 . 
form of Reynolds analogy, St = 1.16 -, for all' PI' = 0.7 [19-21], 

2 
since in this region there WllS no flow acceleration and conditions 
were such that a form of Heynolds analogy should apply there 
[21J. A large momentum thickness I{eynolds number range 
was investigated in reference [21J as indicated by the shaded 
region in Fig. 12 which represents that data. Near the nozzle 
exit, the boundary layer measurements extended well into the 
sublayer, as will be seen subsequently, so that the friction coeffi
cient could be estimated from the velocity profile itself. A dis
cussion of the magnitude of the friction coefficients so deduced 
at the probe stations is deferred until later. The velocity and 
temperature profiles are described first. 

Velocity profiles are shown in Fig. 13 in terms of u + and y +. 
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Fig. 13 Velocity profiles in terms of u+ and y+ 

Up~tream of the nozzle, the effect of wall cooling is to shift the 
measured velocity profile in the law of the wall region above the 
von Karman constant property profile. 

1 
c + -In y+ 

K 
with c 5.5 and K 0.4 

Such departure apparently depends upon a wall cooling parameter 
/3, equation (A-I0), and is perhaps better seen in reference [20J 
where boundary layer measurements were shown at this up
stream location over a large range of values of (3. Included is 
the adiabatic wall condition, (3 = 0, for which the measured 
profiles nearly corresponded to the von Karman profile. A brief 
discussion of how variable property effects due to wall cooling 
and compressibility might alter a turbulent boundary layer is 
given in the Appendix. The predicted profiles from either 
mixing length theory, van Driest [22], or Coles' transformation 
theory [23J depend upon /3 and a viscous heating parameter 
lX, equation (A-ll). These predicted profiles along with the 
von Karman profile are shown as reference curves in Fig. 13 
at the various probe stations. 

Although there is some curvature of the measured profiles 
near the wall along the convergent section of the nozzle because 
of the variable shear stress in the wall region accompanying the 
pressure gradient flow, Fig. 13, there still appears to be a region 
near the wall where there is fair agreement with the predicted 
variable property profiles. This correspondence implies that 
the effect of acceleration on the velocity profiles in the law of the 
wall region is not appreciable. 

A useful acceleration parameter in this regard is given by 

I? 
(V,/u, 2) (clu,/dx ) 

(r,viPeu ,2)'j, 

V,( - tx) 
(9) 
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Fig, 14 Temperature profiles in terms of Tt+ and y + 

which is obtained from a consideration of the effect of accelera
tion on the shear stress distribution in the wall region or on the 
production of turbulence near a wall [7]. For the measurements 
herein the parameter K is relat ive^ constant along the central 
part of the convergent section at a value of about O.OOS (Fig. 
13). I t is interesting to note in this regard that this value of K 
is also realized in an isothermal, fully developed turbulent 
flow through a tube where there is pressure drop due to wall 
friction and the law of the wall relation is known to apply. For 
a power law variation of the friction coefficient with Reynolds 
number, K = 20 ReD~'/'. Thus a value of K of 0.008 corre
sponds to a Reynolds number R e c of about 8000. Patel and 
Head [24] in their velocity profile measurements in a constant 
property, low-speed, accelerated turbulent boundaiy layer also 
found a negligible deviation from the law of the wall in the 
forward part of the acceleration region at a comparable value of 
the parameter K. In accelerating flows with larger values of 
K, measured velocity profiles deviate from the law of the wall 
[7, 24] apparently because of a suppression of turbulent transport 
in the wall vicinity, and eventually become laminar-like in the 
wall vicinity when K is on the order of 0.04 (reference [7], Fig. 7) 
and larger. In this connection it should be noted that a more 
intuitive choice perhaps to describe acceleration effects would be 
the ratio of the pressure force which tends to accelerate the 

boundary layer to the retardation wall shear force, SI — 

dp 

dx 

dx 

' T W since S is difficult to measure accurately. How

ever, this force ratio is a poor indicator of conditions under 
which turbulent transport is diminished in the wall vicinity. 
For example, this force ratio would not change much at probe 
position 4 as the stagnation pressure or Reynolds number is 
decreased. Yet laminarization occurred at lower Reynolds num
bers or larger values of K. 

Flow acceleration does not appear to significantly influence 
the velocity profiles in the wall region. I t does however affect 
the outer part of the boundary layer as seen in Fig. 13. The 
wake-like behavior found upstream of the nozzle disappears 
along the nozzle, and the profiles become flatter in the outer part 
of the boundary layer presumably because of the reduced shear 
stress in this region compared to that for a non-accelerating 

boundary layer. The slight S shape of the velocity profile at 
probe position 1 apparently reveals the influence of local separa
tion and reattachment that is believed to have occurred upstream 
in the vicinity of the beginning of the curved section of the nozzle. 

In the supersonic region, near the nozzle exit, the velocity 
profile is hardly changed in the law of the wall region from the 
profiles upstream. At this location the measurements extend 
into the sublayer and reveal a thickening of the sublayer owing 
to viscous dissipation. The measured profile is similar in shape 
to that found on a cooled, flat plate in a supersonic flow at about 
the same values of fi and a, except that it does not have a wake 
component, e.g., see Lobb, Winkler, and Persh's measurements 
shown in Schlichting [2,5]. Of note is that the parameter K is 
even smaller near the nozzle exit than in the convergent section 
of the nozzle. Because of frictional heating, the reference pro
files are shifted downward, but they then lie below the measured 
profile. 

The most distinctive feature of the temperature profiles shown 
in Fig. 14 in terms of T,+ and y + is that beyond the sublayer, the 
profiles along the nozzle generally lie considerably above the von 
Karman constant property profile, especially near the nozzle 
exit. Correspondingly, the thermal resistance is larger (pro
portional to T,+) and consequently the von Karman form of 
Reynolds analogy, as well as other forms such as the Colburn 
relation, would overestimate the heat transfer. Instead, values 
of Si/(cf/2) are about 0.7 at the probe positions (Fig. 6). Mea
sured temperature profiles in a constant property, low-speed, 
accelerated turbulent boundary layer [26] also reveal a similar 
behavior as observed in Fig. 14. Of note is that the larger 
thermal resistance implied by the measured profiles is not associ
ated with laminarization for which there is an increase in the 
thermal resistance across the sublayer [7, 27]. However, there 
does appear to be some increase in the sublayer thermal resist
ance (though not a consistent one) for the present measurements, 
and this trend was also found in reference [26]. 

Friction Coefficients. Attention is now focused on the friction 
coefficients that are shown in Fig. 12 as a function of the mo
mentum thickness Reynolds number. The heat transfer—energs^ 
thickness Reynolds relation was essentially the same in the con
vergent section of the nozzle as upstream (Figs. 5, 7-9); however, 
this is not true for the friction relation. Because of flow ac
celeration there is an appreciable increase in the friction coeffi
cient along the convergent section of the nozzle that amounts 
to about 50 percent. The friction coefficient near the nozzle 
exit is reduced similar to the Stanton number (Fig. 5) presumably 
because of compressibility. B57 making a compressibility cor
rection according to the Blasius relation, similar to equation (3), 

c, I p.u. 
- = 0.0128 ^-L 

2 \ Ma 

(10) 

Then the data point near the nozzle exit is shifted upward in 
terms of the friction group 

'A (3-u) 

In this representation (lower part of Fig. 12) the data point near 
the end of the nozzle also lies above the data upstream of the 
nozzle but by a smaller amount than the data along the con
vergent section. In view of the rather small range of momentum 
thickness Reynolds number for the nozzle flow, the friction co
efficient might be estimated along the entire nozzle from the 
average curve drawn through the data. 

I t should be noted that semi-empirical correlations of friction 
data for supersonic flows over flat plates by Coles [23] and 
Spalding and Chi [28] give friction coefficients that are too low 
near the end of the nozzle as seen in the upper part of Fig. 12. 
In Coles' formulation the friction coefficients and momentum 
thickness Reynolds numbers in the variable property flow are 
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related to the constant property flow by the following relations 
for a perfect gas 

°1 ^ B± _ if 
2 Te Mw ~ 2 

(11) 

lie« — ' = Reg 

The mean sublayer temperature T„ defined by Coles as in equa
tion (A-13) can be rewritten as 

-OTf;ifJM,(|) „2, 
where for abbreviation 

(d) = —+\ T+dy + 
y* J o 

(13) 
1 Cy"' 

</2> = —, I (u+m+ 
y« Jo 

Coles has used the Crocco relation (Pr = 1) for which St = 
(.7/2, T„w = T10, and (g) = (/), and empirically evaluated Ts from 
wall friction measurements in supersonic air flows over adiabatic 
flat plates as 

The values of (/} = 17.2 and (/2> = 305 imply a relatively thick 
sublayer extending to y,+ = 430, a location well within the 
turbulent region of a constant property flow. Using Coles' 

constant property friction relation — (Red) obtained from experi
mental data on a flat plate (shown in the upper part of Fig. 12), 
the friction coefficient-momentum thickness Reynolds number 
relation was calculated from equations (11) and (14) for f i n T 
with o> = 0.7. In the empirical method of Spalding and Chi, the 
friction relations, similar to equation (11), are given by 

CJ- F = C-f 
2 c 2 ( 1 5 ) 

ReS Fag = Res 

/''„ and FRQ depend upon T„/Te and M e as determined from ex
perimental data including wall cooling. ' They are tabulated in 
reference [28]. 

Furthermore, if one were to apply Coles' formulation or the 
Spalding and Chi method to the low-speed accelerated flow region 
along the convergent section of the nozzle, the predicted friction 
coefficients would lie below the data at about the same level as 
the measured values upstream of the nozzle since these methods 
only account for variable property effects, e.g., see reference [21]. 

Predictions. Predictions from the simultaneous solution of the 
integral form of the energy and momentum equations (1) and 
(7), in particular as done by Elliott, Bartz, and Silver [9], are 
shown in Figs. 6 and 10. The assumptions are that there is 
similarity in the velocity and total temperature profiles on a 1/i 
power basis with respect to their individual thicknesses, which 
can be different from one another. The friction coefficient is 
adopted from Coles' formulation, but involves a different inter
pretation of the sublayer temperature specification in that the 
wall temperature 7\v was replaced by the adiabatic wall tem
perature 7'nw in equation (14), which however is then not com

patible with equation (12) since the second term on the right 
side would be zero in this case. Also the wall condition in equa
tion (11) was replaced by the adiabatic wall condition. By doing 
this the friction coefficient is presumed to be reduced by com
pressibility effects, but is unchanged by wall cooling, and is 
based on information obtained for non-accelerating flows. The 
heat transfer is specified from the von Karman analogy; however, 
the friction coefficient is not taken to be the actual friction co
efficient, but instead the friction coefficient evaluated at the 
energy thickness Reynolds number (n = 0, in their nomencla
ture). This procedure yields lower predicted Stanton numbers 
than from the von Karman analogy because the energy thickness 
is larger than the momentum thickness in an accelerating flow 
with about equal thicknesses upstream of the nozzle. Alterna
tive friction and heat transfer specifications are included in 
reference [9], but previous experience has indicated the prefer
ence for the preceding relations based on heat transfer measure
ments. However, no simultaneous information was apparently 
available heretofore on the friction coefficient for a convergent-
divergent nozzle. The prediction was initiated from probe 
position 0 upstream of the nozzle where d and 4> are known. 

The predicted momentum and displacement thicknesses shown 
in Fig. 10 are generally in good agreement with the measured 
values. This occurs in spite of the much lower predicted friction 
coefficients compared to the values deduced from the boundary 
layer measurements (Fig. 6). One would expect the predicted 
friction coefficients with just a compressibility correction to be 
too low, as mentioned previously and observed in Fig. 12, and 
this is indeed the case. They are in fact even lower than those 
values deduced from Coles, and Spalding and Chi since the pre
dicted effect of wall cooling is to increase the friction coefficient 
(Fig. 12). The lower predicted shear stresses increase the slope 
of the predicted momentum thickness along the convergent 
section relative to that observed experimentally (Fig. 10). 
This trend can be deduced from the momentum balance equation 
(7) and is also evident in the predictions made by Cebeci (Fig. 
10) (subsequently discussed) wherein better agreement is found 
between the predicted and measured shear stresses (Fig. 6) along 
the convergent section. Less detailed information is available 
along the remainder of the nozzle although it does appear that 
the predicted momentum thickness near the nozzle exit is not 
particularly sensitive to the predicted shear stress distribution 
along the nozzle, although the free-stream velocity gradient 
term which contains S* also enters into the momentum balance 
equation (7). 

With regard to the displacement thickness it should be men
tioned that the flow coefficient cr> for the conditions of test num
ber 520 was greater than unity, being equal to 1.03, as indicated 
by both a mass flow measurement far upstream of the nozzle 
with a sharp-edged orifice and by using the probe measurements 
at the upstream position 0. This implies that the displacement 
thickness was negative in the throat region, i.e., the mass flux 
through the boundary layer exceeded that in the free stream. 
By knowing the flow coefficient, it is possible to infer what the 
displacement thickness must have been from the following rela
tion that was derived in reference [29] by considering axisym-
metric flow in the throat plane 

CD ^ CD inT - 2 (— j (16) 

Since the in viscid flow coefficient en i,lvis essentially unity (0.996) 
as indicated by the predictions of references [30, 31] (rc/rth = 
2.5, 7 = 1.4), the value of the displacement thickness calculated 
using equation ,(16) is —0.014 in. This value is shown in Fig. 10 
by the shaded symbol; the predicted value agrees quite well with 
it. 

The predicted values of the energy thickness also agree well 
with those obtained from the energy balance as expected because 
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of the fairly good agreement in the heat transfer specification 
(Fig. 6) which, however, is somewhat low. Of particular note is 
the striking resemblance between the energy thickness distribu
tion and the nozzle wall contour, i.e., the radius r, which un
doubtedly has led to the fair correspondence between empirical 
heat transfer predictions wherein the Stanton number is taken to 
Lie related to a Reynolds number based on the nozzle diameter, 
e.g., see references [3, 4] . 

As a final view of the experimental data, comparisons are 
shown from the numerical solution of the differential form of the 
boundary layer equation which was carried out by Cebeci using 
the method described in reference [8]. In the calculations the 
eddy diffusivity for momentum transfer em, assumed to be 0.9 of 
the eddy diffusivity for heat transfer €h (defined in terms of the 
turbulent heat transport pv'H,'), was specified in terms of a 
mixing length in the inner part of the boundary layer and was 
reduced near the wall by a damping factor suggested by van 
Driest [32] 

emi = * V 1 exp 
y(T*-/p)l/-p/tJ.~ 

2 6 ( T W / T . ) V . 

1 bu 

by 

The value K was taken to be 0.4 (reference [S]). In the damping 
term, p and p. were evaluated locally, and the shear stress T„ 
refers to a value at y + = 11.8 (reference [8]). For the calcula
tions herein there is a negligible reduction in the shear stress at 
y+ = 11.8, so that essentially T„ = T,v. In the outer part of the 
boundary layer a constant value of the eddy diffusivity was used: 

0.0168 I ()(« 
J o 

u)dy 

which was reduced by the intermittency factor 7 

7 = 
1 

f + 5.5(2//5)« 

The joint between the inner and the outer layer is defined by 
(mi = «moi i.e., continuity of em. The numerical calculations were 
initiated at the first probe station in the nozzle (number 1) from 
the measured velocity and temperature profiles. This location 
was chosen to avoid trying to integrate the boundary layer 
equations through the adverse pressure gradient region upstream. 

Along the convergent section the predicted friction coefficients 
(Fig. 6) agree very well with the values deduced from the bound
ary layer measurements. However, along the divergent section 
where compressibility effects become important the predicted 
friction coefficient apparently becomes too large and exceeds the 
measured value by about l/3 near the nozzle exit. At this 
location the corresponding predicted velocity profile on a u+, y + 

basis (Fig. 13) lies below the measured profile in the law of the 
wall region, and this is consistent with the higher friction coeffi
cient predicted. Note the good agreement with the measured 
and predicted velocity profiles at probe position 4 along the con
vergent section where the friction coefficients also agree well. 

The predicted Stanton numbers also lie above the measured 
values by about 1/i along the divergent section (Fig. 6). They 
are somewhat high along the convergent section too. Inference 
of the heat flux and therefore Stanton number at the starting 
location from the measured temperature profile required an inter
polation into the sublayer. Apparently this was not done very 
well in the computer program although the Stanton number 
quickly recovered. The predicted temperature profile on a 
'l\+, tl+ basis (Fig. 14) at probe position 5 near the nozzle exit 
reflects the smaller thermal resistance predicted and thus higher 
predicted heat transfer than observed experimentally. At probe 
position 4 in the convergent section the predicted temperature 
profile is in better agreement with the measurements and conse
quently so are the Stanton numbers. 

Apparently the eddy diffusivities specified are too large in the 
divergent part of the nozzle where the combined effects of wall 

cooling and compressibility become important. Since both the 
friction coefficient and Stanton number are overestimated by 
roughly the same amount in this region, it appears that the ratio 
of the eddy diffusivities em/eh (turbulent Prandtl number) is 
near unity as presumed in the calculations, and this is consistent 
with that inferred from observing the relationship between the 
measured temperature and velocity profiles [33]. 

The predicted momentum and displacement thicknesses (Fig. 
10) are in fair agreement with the measured values. Apparently 
these thicknesses are rather insensitive to the accuracy with which 
the friction and heat transfer are predicted. I t should be noted 
that the predicted thicknesses from reference [8] are not con
sistent with the more general definitions of 6 and 5* herein. If 
they were consistent, the absolute values of the predicted thick
nesses would be on the order of 15 percent lower. The predicted 
thicknesses from reference [9], however, are more nearly con
sistent with the definitions herein, e.g., see reference [3], Appen
dix C. 

Summary and Conclusions 
The effect of acceleration on the mean structure of a turbulent 

boundary layer was observed experimentally to increase the 
slope of the velocity profiles near the wall relative to a non-
accelerating flow. Correspondingly, the friction coefficient was 
as much as 50 percent higher along the nozzle convergent section 
than upstream of the nozzle in the constant velocity region. 
Compressibility effects then reduced the friction coefficient along 
the nozzle in the higher flow speed region in a way similar to 
that found in non-accelerating flows. Because of the combined 
effects of acceleration and wall cooling, the displacement thick
ness became negative along the convergent section and remained 
that way through the nozzle. 

The temperature profiles, unlike the velocity profiles, were 
remarkably similar along the nozzle on a power law basis. Corre
spondingly, a rather simple relationship between the Stanton 
number and energy thickness Reynolds number was observed 
which contains a correlation for compressibility effects similar to 
that found for the friction coefficient. This finding allowed a 
rather straightforward application of the integral form of the 
energy equation to predict heat transfer. The friction co
efficient, however, is not specified throughout the nozzle by 
existing formulations considered. The results should allow im
provements to be made in integral analyses as well as establish
ing a basis on which to judge assumptions that are required in 
order to solve numerically the differential form of the boundary 
layer equations. 
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A P P E N D I X 

Boundary Layer Profiles With Cooling and 
Compressibility Effects 

Coles' Transformation Theory [23]. To gain some idea how cool
ing and compressibility might affect the sublayer as well as the 
turbulent region, Coles' ideas are applied to two constant free-
stream velocity flows, one a variable property flow and the other 
a constant property flow with heat transfer, but in which tem
perature differences are small so that properties are essentially 
constant. Coles' transformation is applied to the constant 
propertjr profiles 

T + 

where 

u 
UT 

T+ = 
7\v - T 

qv/purc„' 
a n d 

(A-l) 

(A-2) 

(A-3) 

Using Crocco's specification [34] that the static and total tem
perature ratios are the same in the two flows, i.e., T/T, = T' JT',„ 
(the small variation in specific heat is neglected herein) similar 
to the velocity ratio il/ue = u/ue from Coles' transformation, 
and that the Prandtl number is the same in the two flows, the 
constant property relations take on the following form for a 
variable property flow 

'A 

2 V 

= / 

g 
L / V 

w Jo 

V2 - P Pdy, Pr) 

(A-4) 

(A-5) 

where w+, Tt
+, y+, and ur are defined in equation (6). Rather 

than evaluate the profiles in this form, they are more conve
niently expressed in terms of u+, T,+, and y+, the latter rela
tion being obtained by inverting the y to y transformation 

,+ = \ !=i 

LMWJ 

U J JO P - dir 
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(A-8) 
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The density ratio p-^/p can be expressed in terms of the tempera
ture ratio T/Tw for a perfect gas, and the definition of total 

W 2 

temperature T, = T + used in conjunction with the defini-
2cPw 

tion of Tt+, i.e., T« / r w = 1 - &T+ to give 

X 0 ^ '" P r+rf2/+ + a r ~ P (M+)WJ7 + | (A-13) 

p 7\v 7'„ 2c, 

- a ( « + ) 2 = 1 

where 

= 1 - |8?\ 
rp f I 

The velocity and temperature profiles are of the form 

w + f o + f t a . t t ; /G7+), ?(27+ Pr), y3+J 
(A-14) 

_ | 8 [ ? ] ! f+-a[^](«+)2 (A- 9) 

Mixing Length Theory. Perhaps the simplest appraisal of the 
effect of cooling and compressibility on the turbulent portion of 
the boundary layer would be to extend Prandtl 's mixing length 
theory (I = ny) to a variable property flow. The predicted ve
locity profile by van Driest [22], who expressed the density vari
ation in terms of velocity 

0 - ™ 2'wPwwTCj,w 

cooling p a r a m e t e r (/? < 0 cooling) (A-10) 

2c, J '« 2 L 2 . 

Pw 

p 
= I /Sif1 a(u+) 2 (A-15) 

M„! 
by assuming a linear variation between total temperature and 

frictional heating parameter (A-11) 
velocity 21,"1 thereby implying equal molecular and eddy 

Substituting this expression for — into equation (A-8) gives 
P 

• fel ^ ,7+ - T+dij-1 

.MwJ Jo 

diffusivities for momentum and heat transfer, i.e., c = a (P r = 1) 
. and €m = eh is given by 

1- • -i f 2au+ + (3 ' 
a 'A s l n '[(fl. + 4a)'/»_ 

.'A _(/32 + 4a)1/2_ 
= c -\ In y> (A-16) 

( M + ) 2 # + (A-12) 

The mean sublayer temperature Ts defined by Cotes can be 
written as follows by using equation (A-9): 

Specification of the values of c and K, taken as 5.5 and 0.4, respec
tively, indicates the explicit dependence of the velocity profiles 
on the parameters /3 and a. For a low-speed flow, a —*• 0, the 
velocity profile is 

w y & j o •*• w 
dg+ = l 

5 / (1 - p~u+)1?* (e + ^ In j/+j l = - f ( C +W< (A-17) 
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Boiling-Curve Measurements From 
a Controlled Heat-Transfer Process 
Feedback has been introduced around a boiling heat-transfer process in such a way that 
stable operation of the process has been obtained in all boiling regions including the 
transition region, in which, as is well known, the process itself is unstable. This system 
makes it possible to obtain much new information concerning both the steady-state and 
dynamic characteristics of boiling heat-transfer processes. Pool-boiling data which were 
obtained by the use of this system are presented. Accurate measurements of heater 
voltage and current were obtained by a new technique involving the use of digital instru
ments. These data are presented in the form of plotted experimental points in the 
nucleate, transition, and film boiling regions. The new measurement technique is de
scribed. Values of n in the equation q/A, = CT&n are determined for all three boiling 
regions, where q = B t u / h r , A„ is heater surface area, and TA is temperature difference 
between heater surface and ambient liquid. The ambient liquid is distilled water main
tained at saturation temperature under atmospheric pressure. 

Introduction 

L I HE PUBPOSE of this paper is to report to the heat-
transfer community on the development of a system which can 
be used to obtain much new information concerning the phe
nomena of boiling heat transfer, and to present some of the in
formation already obtained using this system. 

An electrically heated wire or metallic strip (called a heater) 
immersed in a liquid bath constitutes an elementary boiling heat-
transfer process. When enough electrical power is supplied to 
the heater, boiling takes place around it, and heat is transferred to 
the liquid. On the basis of the work by Nukiyama [ l ] 2 in 1934, 
it was found that three different modes of boiling take place, in 
what are now known as the nucleate, transition, and film boilmg 
regions of the boiling curve. This curve is a plot of heat-transfer 
rate per unit surface area or heat flux versus the temperature dif
ference between the heater surface and the liquid. I t is quite 
well known that the heat-transfer process is ordinarily unstable 
in the transition region when power is supplied to the heater by 
electrical means. Operation at too high a temperature in the 
nucleate region can lead to a sudden jump into the film boiling 
region, and heater burnout. 

1 On leave from UAR Atomic Energy Establishment, Cairo, 
UAE. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOUENAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division November 6, 1970. Paper 
No. 71-HT-J. 

Feedback Control of the Process 

I t is also known that feedback can be introduced around an 
unstable process in such a way as to produce stable operation. I t 
was considered that it should be possible to obtain stable opera
tion in the transition region of the heat-transfer process by such 
means. In particular it was proposed to develop a feedback 
system which would produce stable operation of the process and 
control of the heater surface temperature in all boiling regions. 

It is generally necessary to gain some understanding of the 
transfer relations in a process before successful control of the 
process can be achieved. 

The most important transfer relation of the heat-transfer pro
cess was considered to be the transfer function A J \ S ) / A P H ( S ) re
lating the Laplace transforms of incremental heater surface tem
perature AT and incremental heater power input A P H . This 
transfer function, believed to be valid for operation in all three 
boiling regions, was developed starting from basic principles, and 
(his became the subject of the paper [2]. Here the concept of 
the incremental heat-transfer coefficient was introduced for the 
first time in a published paper and defined as the slope of the boil
ing curve at any operating point. The transfer function itself 
took the form 

AT(s) K 

A P H ( S ) 1 + TS 
(1) 

in which the values of the parameters K and T were found to de
pend primarily on the slopes of the boiling curve. 

I t should be recognized that the typical boiling curve is quite 
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Fig. 1 Comparator bridge circuit 

nonlinear. On the other hand it is well known that the transfei-
function concept can be applied only to linear situations. These 
facts would appear to generate difBculties. However, we are con
cerned here only with operation at specific points on the boiling-
curve, or with small variations or increments in heater tempera
ture and power in the vicinity of such points. I t was found that, 
the relation between small increments was very nearly linear 
and, therefore, transfer-function concepts could be applied as 
done in equation (1). 

Some knowledge concerning the parameter relations in equa
tion (f) was needed in order to successfully control the process. 
The parameters K and T were evaluated for the nucleate and film 
boiling regions by means of open-loop testing, and ranges of 
values have been presented [2], but the values in the transition 
region could only be estimated since the process was unstable in 
this region when operated open-loop. By "open-loop" opera
tion, we mean operation without feedback control. 

In order to sense the heater temperature and its variations, a 
comparator bridge circuit [3] was designed and constructed. 
For the convenience of the reader, a diagram of the bridge circuit 
previously presented is reproduced as Fig. 1 in this paper. The 
heater (denoted by RH) became one arm of this bridge. The 
electrical power input to the heater was obtained from a transistor 
power amplifier as shown. A high-frequency carrier current Ic 

was supplied to the bridge. The bridge output, after passing 
through the high-pass filter HPF , became the modulated signal e-> 
whose envelope represented the difference between the tempera
ture set-point value and the actual heater temperature. The 
set-point value was essentially equivalent to the desired heater 
temperature. This set point could be adjusted to different values 
by rotation of the potentiometer forming part of the bridge. 

Demodulation of the filtered bridge output developed a signal 
which could be fed back negatively through a compensation net
work to produce the power-amplifier input ei, and in this manner 
a closed-loop or feedback system resulted. In the final system, 
the entire boiling curve can be transversed by simply rotating 
the bridge potentiometer to introduce arbitrary set-point values. 
In the controlled system, heater surface temperature may be con
sidered an independent variable in the sense that a close corre
spondence is maintained between this variable and the set-point 
input, which is certainly independent. The system and circuit 
details have been presented elsewhere [4]. 

System and Process Operation 
As the set-point value is increased, starting from a very low 

value, heater temperature and power rise throughout the nucleate 
region until the peak of the nucleate region is reached. Further 
increase in the set-point value beyond this point results in a 
further increase in heater temperature but a reduction in heater 
power throughout the transition region. Beyond the bottom of 
the transition region, heater temperature and power both rise 
again with an increase in the set-point value, in the film boiling 
region of the boiling curve. I t is evident that the system pro
vides means for stable operation at any preselected operating 
point on the boiling curve. In particular, the "burnout" condi
tion which has been so commonly encountered at the peak of the 
nucleate region has been eliminated, and experimental data can be 
obtained in the transition region as well as the other two boiling 
regions. 

The feedback control system has provisions for the introduc
tion of sinusoidal or transient-type electrical signals which can be 
used to obtain sinusoidal variation of the heater temperature, or 
any other type of desired and realizable variation. Work is now 
under way to verify experimentally the theoretical heater transfer 
function (1). This requires measurements of the responses to 
sinusoidal driving functions. 

-Nomenclature-

D 

h 
f.1-0 

In 
K 

L = 
I\ = 

heater cross-sectional area, 
in.2 

heater surface area, ft2 

heater wire diameter, in. 
voltage proportional to heater 

current 
voltage proportional to drop 

across Rn + Rx 
carrier current, amp 
d-c current, amp 
d-c heater current, amp 
transfer-function gain param

eter 
heater length, in. 
power due to carrier current, 

w 

PUT) -

Pn(T) -

P-r(T) = 

q(T) -

RK(T) = 

RT(T) -

Rx = 
s = 
T = 

= power due to d-c current a t 
temperature T, w 

= heater power at temperature 
y,w 

= total power at temperature 

r,w 
= heat-transfer rate at tempera

ture T, Btu /hr 
= heater resistance at tempera

ture T, ohm 
= total resistance at tempera

ture T, ohm 
= external resistance, ohm 
= Laplace complex variable 
= heater surface temperature, 

deg C or deg F 

T,i — temperature difference be
tween heater surface and 
ambient liquid, deg C or 
d e g F 

Va-c = d-c voltage 

a = temperature coefficient of re
sistance per deg C 

fj = temperature coefficient of re
sistance per (deg C)2 

A = notation for increment of a. 
variable 

p(T) — resistivity a t temperature T, 
jxohia-m. 

r = transfer-function time con
stant, sec 
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Fig. 2 Analog circuit for use in making measurements 

Boiling-Curve Measurements 
Steady-state boiling-curve data have been obtained by the use 

of some analog circuitry and digital instruments to read heater 
voltage and current during closed-loop operation over the entire 
boiling curve. In these tests the heater consisted of a 0.005-in-
dia platinum wire of approximately 2 in. length. This heater was 
immersed in a distilled-water bath in a Pyrex baking dish, pre
heated to saturation temperature by use of a temperature-con
trolled Sunbeam electric fry pan. The distilled water was passed 
through a Barnstead standard ion filter before use, producing the 
effect of a relatively high resistance when tested with an ohm-
meter. An anticorrosion electrode was mounted in the bath 
parallel to the heater to reduce ionization effects, in the manner 
suggested by McAdams et al. [o], and this electrode was main
tained at a potential 9 v negative relative to the negative end of 
the heater. Number 10 Stakon terminals were crimped onto the 
heater ends, so that convenient connection could be made to the 
brass terminal posts extending down through the glass cover on 
the baking dish and into the bath water. 

The circuitry used in making measurements is shown in Fig. 2, 
in which Ra is a 0.1-ohm instrument shunt, Rn is the heater re
sistance, and amplifiers 1, 2, 3, and 4 are operational amplifiers in 
a Model 3400 Donner analog computer. I t is evident that the 
voltage <?i in steady state will be equal to 10 times the current 
in amperes through the heater, and cv will be equal to 10 times 
the heater voltage, or more precisely the voltage across the heater 
plus whatever cable and terminal resistances are also present. 

The system was designed to maintain the heater temperature 
at any constant set-point value; this is equivalent to maintaining 
a constant heater resistance. This type of performance is ac
complished quite well. But heater resistance is the ratio of 
heater voltage to heater current, so it is evident that both heater 
voltage and current can change in such a way that heater re
sistance remains constant. I t was found that the heater voltage 
and current did not remain constant at any constant set-point 
value but tended to vary in a random fashion, and this of course 
made the measurement problem more difficult. I t was decided 
that the most meaningful measure of heater resistance at any set 
point would be the ratio of average voltage to average current and 
the heater power should be the product of average voltage and 
average current. In this connection it should also be noted that 
the "best value" obtained from a set of random points on the least-
square basis is also the average value. 

The capacitors shown in the feedback paths of amplifiers 2 and 
4 of Fig. 2 produce relatively large time constants which tend to 
filter out the higher frequency variations so that e\ and ev become 
more nearly proportional to the average values of heater current 
and voltage. The time constants are each 10 sec. The digital 

voltmeters DVM1 and DVM2 are used to read the voltages ?i 
and ev. DVM1 is a Model 202 Wavetek instrument and DVM2 
is a Model X-2 Non-linear Systems unit. The procedure used 
was to obtain 5 readings at each set-point value and then base 
the heater resistance and power values on the resultant average 
voltage and current. In this way each plotted point is actually a 
statistically averaged value. 

The switches SW in Fig. 2 are built into the "hold" circuitry of 
the Donner computer. At the instant when a reading was to be 
taken, each switch arm was moved from the O (operate) to the 
H (hold) position. The desired readings were then held constant 
at the outputs of amplifiers 2 and 4 and the readings could be 
very conveniently taken with improved accuracy. 

The random variations in heater voltage and current are be
lieved to be due primarily to the bubbling action around the 
heater during nucleate and transition boiling. Essentially no 
bubbling takes place on the heater surface in film boiling opera
tion where the heater is surrounded by a vapor film. When 
bubbling occurs, the temperature over the heater surface cannot 
be uniform. As a consequence, the only meaningful heater re
sistance we can speak of is the temperature spatially averaged 
over the heater surface. I t is this spatially averaged temperature 
which is controlled by our system, and the statistical average of 
the difference between this spatialfy averaged temperature and 
the liquid temperature becomes the abscissa variable on the boil
ing curve. 

The voltage e.\ is numerically equal to 10 times the heater 
current in amperes. Also the voltage ev is equal numerically to 
10 times the voltage across the heater resistance plus the in
evitable cable and contact-terminal resistance in series with the 
heater. On this basis we write 

R? Rs + Rx — ey/ei ohms (2) 

where RT is total resistance, B H is heater resistance, and Rx is the 
external cable and terminal resistance. The heater power com
ponent due to the d-c heater current may be expressed as 

-Pd-o = IA-<?RS watts (3) 

where id-c in amperes is equal numerically to ei/10. However, a 
carrier current of 1 amp rms also flows through the heater; there
fore, the total heater power becomes 

Pa = Pi-, + Po 

= Pd.a + J0
2fiH watts 

The heater resistance is evidently 

(4) 
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Fig. 3 Temperature difference between heater surface and water versus 
heat flux—all boiling regions 

Ru = RT — Rx ohms (5) 

where the value of the external resistance 2BX was obtained from 
readings of the cv and ei of Fig. 1 when the heater was replaced 
by a heavy copper conductor with negligible resistance. 

I t should be noted that the digital instruments DVM1 and 
DVM2 respond only to d-c and low-frequency signals; therefore, 
the carrier current and voltage do not have any influence on the 
voltages ev and ei which are measured. Thus, the carrier power 
must be accounted for separately. 

The heater was anneaied by passing enough current through it 
to operate at a red-heat temperature in air for about 10 min before 
beginning the boiling-curve measurements, as suggested by 
McAdams et al. [5]. The formula for resistance 

RH(T) = i?n(100)(l +• aTd + /37V) (6) 

then applies where TT'H(IOO) denotes the resistance at 100 deg C, 
and the temperature coefficients of resistance are [6] 

and 

8 = 

a = 0.00392/degC 

- 5 . 5 X lO-V(degC) 2 

for annealed platinum. 
These relations can be used to determine rl\\ values from the 

Ru(T) values. If we define 

Ru(T) - flH(100) 

# H ( 1 0 0 ) 
(7) 

the value of Td in the nucleate and transition regions where /3 does 
not have a significant effect is 

Td = y- deg C 
a 

(8) 

and in the film region where (3 is significant the value is 

;C (9) 

I t may be noted that we use the symbol Td to represent tern-

r-iH(s)'+S*' 

perature difference rather than the more usual symbol AT. This 
is done because of our use of AT to represent a time increment of 
temperature or AT(s), its transform, as in equation (1). The 
heat flux becomes 

q(T) _ 3.415 X 144 

A. ~ irDL 
Pn(T) Btu/hr-f t2 (10) 

The relations given above require that the value of i?H(100) be 
known for the heater used. This value was determined by 
measuring the heater resistance and power at several relatively 
small /d-o values, and extrapolating these results back to zero 
power. 

On the basis of the known A'H(IOO) value, an effective length 
for the heater wire could be found from the relation 

ARnjlOO) 

~p(100) 
( i l ) 

I t was found that this effective length was somewhat larger than 
the measured length between terminals because of the end effect 
due to crimping the Stakon terminals onto the ends of the heater 
wire. I t should be noted that the measured length L was used 
to compute the surface area Aa used to determine the heat-trans
fer rate per unit surface area q/A,. In the present case the 
measured length was 1.945 in. 

The value of 7?x for our system was found to be 0.01065 ohm, 
and the heater resistance at 100 deg C, .BH(IOO), was 0.60255 
ohm. 

Boiling-curve measurements were made using the annealed 
platinum wire heater operating in the distilled-water pool-boiling 
bath maintained at saturation temperature at atmospheric pres
sure. Five readings of the voltages ei and ey were taken at each 
of 25 set-point values. From these values the corresponding 
values of id-« the heater current, and F<i-C, the voltage across Rn 
and ,ffix in series, were determined. Heater resistance values RH 
were then determined by use of equations (2) and (5), and heater 
power values PH by use of equation (4). Finally, the heat flux 
values denoted by q/AB were determined based on equation (10) 
and Td values were obtained by use of equations (8) and (9). 

In Fig. 3 the values of heat flux q/A, are plotted versus tem
perature difference Td in deg F between heater surface and the 
ambient water, using log-log coordinate scales. A boiling curve 
can evidently be obtained by drawing a line essentially through 
these points, with the exception of one spurious point near the 
nucleate-region peak. Some difficulty was experienced n obtain
ing readings in the vicinity of the peak as the random time varia
tions of voltage and current were especially pronounced there, 
since the nonlinearity of the boiling curve in the vicinity of the 
peak was especially severe. 

Since the boiling data were obtained under atmospheric pres
sure conditions using filtered distilled water maintained at 
saturation temperature, the boiling-curve data could be repro
duced provided the wire surface conditions did not change. 
However, it was found that if surface contamination occurred, 
the nucleate-region boiling curve would shift but would still re
tain its original shape and original peak flux value, although at a 
somewhat different temperature. In our investigations, each 
run was started with a new platinum wire since it was observed 
that a slight shift in the boiling curve would occur if we used the 
same wire in a succeeding run. 

For convenient reference, the boiling-curve points in Fig. 3 
may be numbered from 1 to 24 starting with the lowest tempera
ture point but omitting the spurious point. Four of the data 
points have been so identified in the figure. Table 1 is presented 
to show how the Fd-o and /d-c values for points 8, 10, and 15 of 
Fig. 3 were obtained. Values for points 8 and 15 are representa
tive of data taken in the more linear regions of the boiling curve 
while data for point 10 which is near the peak represents a more 
nonlinear region. Five readings were taken at each set point. 
The average voltage value is 2.7697 v and the average current 
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Table 1 

For point 8 of Fig. 3 (in nucleate region) 

Averages: 

Voltage 
2.7947 
2.7645 
2.7278 
2.8238 
2.7397 
2.7697 v 

Current 
.282 
231 
176 
322 
194 

For point 15 of Fig. 3 (in transition i-egion) 

4.2411 amp 

Averages: 

0666 
1045 
0437 
0190 
0165 
0500 

4.540 
4.593 
4.504 
4.469 
4.463 
4.5138 amp 

For point 10 of Fig. 3 (nucleate region, near the peak) 

Averages: 

3.1169 
3.2049 
3.1389 
3.1427 
3.1515 
3.1509 v 

746 
872 
761 
768 
778 
785 amp 

It is also of some interest to note that the T& value was 44 deg F 
at point 12, where the heat flux had its largest value between the 
nucleate and transition regions. If this point can be considered 
to be the peak point, the value compares quite well with values 
in the literature. 

Concluding Comments 
A new system in which feedback principles have been applied to 

control a boiling heat-transfer process has been described. 
The boiling-curve data presented should give an indication as to 

the type of new information which can be obtained using this 
system. This boiling-curve data includes for the first time easily 
obtained transition-region points from a heater to which energy 
is supplied electrically. 

No heater burnout can occur in the use of the new system, 
since operation over the peak point is reliable and consistent. 
It appears possible that the same principles can be applied in the 
control of boiling-water nuclear reactors in such a way that fuel-
element burnout cannot occur. The authors expect to investigate 
such possibilities in the course of future work. 

value is 4.2411 amp for point 8, for example, and these are the 
Fd-c and Jd-o values. Each of the sets of Fd-c and 7d-0 values were 
obtained in the same manner in an effort to cope statistically with 
the random time variations in voltage and current which occurred 
at each set-point value. Fig. 3 displays all of the data points ob
tained from one run, and no data were discarded. 

Other investigators have suggested that the heat-transfer rate 
per unit area should be an exponential function of the tempera
ture difference TA in each of the boiling regions, so that 
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q/A. = CTd
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(12) 
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On Acoustic Propagation and Critical 
Mass Flux in Two-Phase Flow 
Theoretical values for the propagation speed of small pressure disturbances through two-
phase fluid have been derived by a method analogous to the well-known method for single-
phase fluids and using the well-known separated-flow model of two-phase flow. Since 
the liquid and vapor phases in general flow at different mean speeds, it is appropriate to 
compute the propagation speed relative to the laboratory frame of reference, not relative 
to the fluid as is usually done in single phase. With the extra degree of freedom in two-
phase flow, two distinct speeds are found for propagation both upstream and down
stream, each representing compatible thermodynamic behavior of both phases. Com
parisons between calculations based on the model, and several published sets of experi
mental values of the speed of sound, tend to confirm the theory at low and at high void 
fractions. Both propagation speeds have been observed in experiments. Also by 
analogy with the single-phase case, critical flow is predicted to occur when the upstream 
propagation speed relative to the laboratory is zero, i.e., when pressure waves cannot 
travel into the opening from which the flow issues. Flow calculations based on the 
model under these conditions show agreement with published experimental critical-flow 
measurements in the regions of low and high void fractions. Thus, a satisfactory ex
planation of the critical-flow phenomenon in two-phase fluids is obtained in these 
regions. From the analytical-experimental comparisons it appears that of the two 
propagation speeds and critical flows, one is observed at low void fraction, and the other 
at high void fraction. In the intermediate range, the theory and experiment differ and 
it is probable that the separated-flow model does not adequately represent the flow regimes 
occurring in this range. 

Introduction 

I, I wo ASPECTS of two-phase flow which are of im
portance in the design of process systems, heat-transport systems, 
etc., are considered in the present paper. These are the speed 
at which small pressure disturbances travel though the fluid and 
the critical flow rate or maximum achievable mass flux for given 
upstream conditions. Neither process is well understood at 
present. In particular, no completely satisfactory explanation 
for the existence of choking in two-phase flow has yet been given. 

In gas flow, both processes are well understood and are closely 
related. I t would be satisfying to find that two-phase flow be
haves in an analogous manner. In the present paper the well-
established single-phase method of analysis is extended and 
applied to two-phase flow in order to test its validity for two-
phase flow. 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOUKNAL OF HEAT TBANSFEB. Manuscript 
received by the Heat Transfer Division November 18, 1969; revised 
manuscript received November 10, 1970. Paper No. 71-HT-K. 

Journal of Heat Transfer 

Propagation Speed of Small Disturbances 

Single-Phase Theory 

The speed of propagation of plane pressure disturbances in 
single-phase flow is computed successfully by considering linear
ized forms of the one-dimensional continuity and momentum 
equations, e.g., [ I]1 

p8c + (c — cw)Sp — 0 

p{c — c„)Sc + gSp = 0 
( 0 

Use of the energy equation is avoided by assuming that the 
small pressure and density changes dp, 8p are related by a ther
modynamic process and hence 

Sp — p'Sp (2) 

where p' = dp/dp is defined by the thermodynamic process. 
For gases it has been determined experimentally that the process 

1 Numbers in brackets designate References at end of paper. 
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Fig. 1 Conditions in the flow channel before and after passage of the 
pressure disturbance 

is isen tropic. Eliminating Sp from equations (1) and (2) results 
in two linear homogeneous equations in 8c and 8p. The usual ex
pression for the speed of plane wave propagation [1] 

c»)2 = gp' (3) 

is just the compatibility relation for these two equations. Two 
propagation speeds are found, 

c„ = c ± \/g~p' (4) 

and waves can travel upstream or downstream at speed 

« = Vgp' (o) 

relative to the mean flow c. 

Two-Phase Theory 

Description of Flow. The same method of analysis has been ap
plied to the propagation of small disturbances in two-phase flow. 
As in the commonly used separated-flow model it is assumed that 
a single mean velocity can be used to represent each phase dy
namically. The flow is then completely defined by two inde
pendent thermodynamic variables, e.g., pressure and quality, 
and the two phase velocities. 

The steady-state continuity equations for the two phases are: 

P/(l — a.)cf = (1 — x)G 

pgacg = xO 
(6) 

In a typical case, p, x, G would be known, a would either be 
measured directly or inferred from a void-fraction correlation. 
cf and ca would then be calculated from (6). 

Conditions at the Wave Front. As a pressure wave passes an ele
ment of the two-phase fluid, there may be some mass transfer 
between phases. For example, if a small decrease in pressure 
should occur isentropically, some of the liquid would evaporate 
and some of the vapor would condense. The result would be a 
net increase of liquid mass and a decrease of vapor mass, or vice 
versa, depending on the actual conditions. I t is assumed here 
that a net mass transfer 8m from liquid to vapor accompanies a 
pressure increase 8p. 8m may be positive, negative, or zero. 
The flashing liquid would transfer momentum equal to cs per lb 
from the liquid to the vapor, and the condensing vapor would 
transfer momentum c0 per lb to the liquid. The net momentum 
transfer from liquid to vapor is taken as s8m where c is some un
known mean velocity. Later, the assumption that 8m — 0 will 
be made and the value of c is then immaterial. 

Conditions in the flow channel in the neighborhood of the 
travelmg pressure disturbance are illustrated in Fig. 1. The 
mass and momentum continuity relations for the two phases, in
cluding mass transfer, are: 

S[p,(l - «) ( C / - c j ] + 8m = 0 (7) 

8[pga(cg - c,)] - 8m = 0 (8) 

8[pf(l - a)(ct - cj*] + (S - cJSm = ~g8[(l - a)p] (9) 

8[paa(c„ - c j 2 ) - (C - ca)8m = -gS[ap] (10) 

Subtracting (cf — cw) times (7) from (9) and (c„ — cw) times (8) 
from (10) yields 

ps(l - a)(cj - cm)8cf + (c - cf)8m = -g8[(l - a)p] (11) 

Po«(c0 - cw)8c„ - (c - cg)8m = -g8[ap) (12) 

We can write 8p = p'8p where the thermodynamic process has 
not yet been specified. Some change in a must be allowed for, 
and we write 8a = a'8p. The value of a' will be determined 
by the compatibility conditions. The four governing equations 
(7), (8), (11), and (12) can then be written in terms of the four 
unknowns associated with the disturbance 8cf, 8cg, 8m, 8p: 

P / ( l - a)8cf + Sm + (c, - c J [ P / ( l - a)]'8p = 0 (13 

.Nomenclature-

a = speed of sound, ft/sec; a = 
\/g/p'', see note under Q 

c = velocity, ft/sec 
D — tube diameter, ft 

Fr = Froude number = cm-,^2/gD, as in 
reference [10] 

G = mass flux, lb/ft2 ' sec 
g = acceleration due to gravity, ft/sec2 

M = Xe/Xf when c„ ~ 0 
m = mass-transfer flux from liquid to 

vapor based on cross-sectional 
area, lb/ft2-sec 

p = pressure, lb/ft2 absolute 

Q = PP'/P, i.e., Qt = PP/'/P; where p / 
= dpf/dp is evaluated from 
water properties along an isen-
trope a t the limiting condition 
as p -* p s a t for the given isen-
trope. o;2 = g/p/; similar re

marks apply for Qg and ag, p„' 
being evaluated from steam 
properties along an isen trope as 

p-+Pmt 
specific volume, f t3/lb 
quality (vapor weight flow/total 

weight flow) 
void fraction (time average of the 

fraction of the flow cross section 
occupied by vapor) 

parameter defined in equations 

(21) 
density, lb/ft3 

symbol for small perturbation 

Subscripts 

c = refers to critical flow con
ditions 

/ = refers to water at satura
tion pressure 

g = refers to steam at satura
tion pressure 

m = mean values, see equation 
(24) 

mix = applies to two-phase mix
ture; Cmu = G{vf + xv fg) 

w = refers to the propagating 
disturbance or wave 

1, 2, + , — = refer to individual solu
tions of equations (19) 
and (20); see Fig. 2 

Superscripts 

' = derivative with respect to pressure; 
see text for description of the 
thermodynamic process; but, in 
equations (2)-(5), p' = dp /dp 

= mean value, see discussion of c in 
text 
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O 2 = 

Fig. 2 Designation of roots of equations (19) and (20) 

Pga8cg - 8m + (c„ - cj[pga]'8p = 0 (14) 

p,(l - a){cf - cw)8c, + (c - cf)8m + g[p(l - a)] '8p = 0 (15) 

pga(cg — c„)<5c„ — (c — cg)8m + g[pa]'8p = 0 (16) 

These equations for two-phase flow are analogous to equations 
(1) for single phase. The compatibility condition for these 
homogeneous linear equations is the vanishing of their determi
nant. The quantity p,pga(\ — a) which is not zero in two-phase 
flow can be factored out of the determinant leaving: 

{(c, - c J 2 [P / ( l - « ) ] ' - g[p(l - a)]'}(c- 2c, + c,„) 

+ {(c„ - c,„)2[p„a]' - g[pa]'\(e - 2c, + c j = 0 (17) 

This is analogous to equation (3) for single-phase flow and bears 
some resemblance to it. 

As in single phase, experimental data are required to determine 
the thermodynamic and physical processes which occur during the 
passage of the disturbance. In single-phase flow it was found 
that the process was isentropic, hence adiabatic, implying that 
the pressure change 8p occurred so rapidly that there was not 
enough time for local heat transfer. An obvious analogy for two-
phase flow is to assume that each phase individually experiences 
an isentropic change, and further to assume that no flashing or 
condensation, i.e., no mass transfer, occurs. This implies ther-
modj'namic nonequilibrium during the passage of the dis
turbance: If 8p > 0, the liquid will become slightly subcooled 
while the vapor becomes slightly superheated, whereas if 8p < 0 
the liquid will become superheated and the vapor subcooled with
out changing phase. This would be only a temporary condition, 
but the disturbance would have passed before equilibrium was 
resumed, hence the method of reaching equilibrium is of no 
present concern. 

I t is therefore assumed, and later tested against experiment, 
that 8m = 0 during the passage of the disturbance. These as
sumptions imply overall isentropic conditions, in agreement with 
the single-phase case. 

When (17) is satisfied, equations (13)—(16) are not independent 
and any three of them can be solved, say, for 8c,, 8cg, 8m in terms 
of 8p. Solving (13), (14), and (16) for Sm/Sp, 

8m _ (c„ - cwy[p0a]' - g[pa]' 

8p - (C - 2c„ + c j 
0 (18) 

according to our assumption. By definition, c must be of the 
order of magnitude of c0, and c,„ is usually much larger than c„; 
hence (c — 2c0 -f- cw) ^ 0 in general. Therefore, the assumption 
of zero mass transfer implies that 

(19) 

Using this in (17), and noting that in general (c — 2c, + c,„) ^ 0, 
implies that 

(c, - c„)2 
g[p(l - a)]' 

[pf(l - « ) ] ' 
(20) 

Equations (19) and (20) together form the compatibility condi
tion for equations (13)-(16) and must be satisfied simultaneously. 
The similar ty of each to equation (3) is striking. 

Propagation Speeds. Equations (19) and (20) determine both the 
wave speed c„ and the physical process a' = da/dp which occurs 
during the passage of the disturbance. In order to see the na
ture of the solutions of these equations, define the parameters 

X; = (P//P)[p(l " a ) ] ' / [ P / ( l - « ) ] ' 

(1 

(Pe/p)[p<x]'/[p„a]' 

a) — pa' 

Q,(l - a) - pa'\ (2i) 

a + pa' 

ga + pa' 

Assume that p, a, c,, c„ are known for a given case. Then, Q, and 
Qg can be calculated directly (see definitions in Nomenclature) 
and a plot of X0 versus \ , according to (21) is a rectangular hy
perbola with pa' as parameter. A typical curve is shown in 
Fig. 2. 

According to (19), (20), and (21), 

(c„ ~ c,„)2 = gp\,'pg 

(c, - c j 2 = OP^f.'Pf 
(22) 

Plotting X„ versus \ , according to (22) gives a parabola with c,c as 
parameter. A typical case is also sketched in Fig. 2. 

I t is seen in Fig. 2 that equations (19) and (20) have four dis
tinct solutions for a' and c,„, representing four possible propaga
tion speeds. There are two solutions on each branch of the hyper
bola. For some solutions c„ < 0 relating to upstream propagation 
and for others c,„ > 0 denoting downstream propagation. 

In single-phase flow, the speed of sound relative to the fluid is 
a = lc» — c|. But in two-phase flow, two different speeds would 
be obtained depending on whether one took \cw — c,\ or \cw — cg\; 
hence speed of sound cannot be defined in this way. However, 
if one takes half the difference between the upstream and down
stream propagation speeds, an effective speed of sound is ob
tained. Numbering the roots as in Fig. 2, 

ai = (cwi+ — c,„i_)/2 

Cll = (C,£,2+ — C,o2_)/2 
(23) 

where subscript 1 refers to the left branch and 2 to the right 
branch of the hyperbola, «i and a-i are plotted against a in Fig. 3 
for particular values of p, G, and with x computed from p, a by 
means of the void-fraction correlation given in [10]. 

I t can easily be shown that 

at a = 0, 

and at a = 

^ 

- 1, 

= a„ 
(h = 

«2 = a„"V 

ci/VQf, 

JQ„ 
a-i 

Thus, ai is continuous with liquid properties at a = 0 and at is 
continuous with vapor properties at a = 1.0. One can also de
fine mean effective flow velocities as 

Cml = (C„l+ + Ci»l-)/2 

Cm". = (Cw2+ + C„2-)/2 
(24) 

These I t is found that at all values of a, c„,i ~ c, and cmi ~ 
observations suggest that cwi± refer to a propagation mode con
trolled primarily by the liquid phase and c,„2± to a mode con-
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Fig. 3(a) Variation of mean propagation speed wi th pressure and void 
fraction (mode 1) 
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Fig. 3(b) Variation of mean propagation speed wi th pressure and void 
fraction (mode 2) 

I rolled primarily by the vapor phase. Thus, one would expect 
<'i»i± to be observed at low void where the liquid phase is con
tinuous and the vapor phase is not, and c„z± at high void where 
the vapor phase is continuous, and the liquid phase, while it may 
form a continuous film on the tube wall, is not plentiful enough to 
influence the wave propagation speed. Comparison with ex
periment is made below on this basis. 

In the intermediate void range both phases are plentiful and 
may be continuous, but the flow regime is very chaotic and the 
assumption that the flow may be represented simply by two dis
tinct velocities os and cg probably is not valid. Thus, in an ex-

o 

3 
LU > 
o 

I 

.05 .10 .15 .20 .25 .30 

VOID FRACTION, 0 ! , VOL. FRACTION VAPOR 

Fig. 4 Results of DeJong and Firey, reference [2] 

periment at an intermediate void the observed propagation speed 
may or may not agree with cwi± or cwi±. The published experi
mental results seem to confirm these observations. 

Comparison with Experiment 

Measurements of the propagation speed of pressure dis
turbances in two-phase flow have been published by several ex
perimenters. Usually, however, the published results do not in
clude both the flow quality and void fraction, nor is the mass flux 
stated. In some cases the flow regime (e.g., whether bubbly, 
semi-annular or annular) is not known, and in the air-water tests 
the temperature was usually not given. In most flowing experi
ments, i.e., 0 ^ 0, some correction c' has been made to the 
measured propagation speed cw- to obtain the speed of sound, a = 
c' — cw-, but the method of computing the mean flow c' was not 
specified. 

Reasonable assumptions have been made where possible to en
able the present theory to be evaluated and compared with the 
experimental results: 

1 DeJong and Firey [2] measured the speed of propagation of 
both rarefaction and compression waves in flowing steam-water 
at both high and low void. Either void fraction or quality was 
measured, but not both. Flow velocity was "less than 1 per
cent" of the propagation speed. Comparison with theory was 
made by assuming a value for cf and a void-quality correlation 
given by Styrikowich et al. [3]. Both.ai and a2, equation (23), 
were found to be insensitive to ct in the range 1 < ct < 10 ft/sec. 

a,\ is compared to the low-void experimental results in Fig. 4 
at pressures of 59, 81, and 99 psia. I t is seen that the a,i values 
agree reasonably well with the experimental values up to 5 per
cent void. From 5 to 30 percent void the measured values were 
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appreciably higher than tti but much lower than at which was 
about 1620 ft/sec in this case. The variation of propagation 
speed with pressure appears to be predicted correctly by the 
theory. 

In Pig. 5, a-i is compared with the high-void experimental re
sults at 45 psia. The measured point at x = 0.50 (Fig. 4 of 
reference [2]) lies below the an curve by 5 percent. 

2 England et al. [4] measured propagation speed in s team-
water in mist flow over the range of quality from 0.20 to 1.00 at 
pressures of 17 and 45 psia. These results and computed values 
of 02 are shown in Figs. 5 and 6. Experimental values lie below 
theoretical values by 1 to 2 percent at a: = 1.0 and fall to about 
8 percent below at x = 0.20 (a ~ 0.995 at 17 psia according to 
[3]). 

3 Campbell and Pitcher [5] measured the speed of a shock 
wave traveling downstream through a liquid in which bubbles 
were rising. In order to achieve a uniform distribution of srriall 
bubbles they used a 50:50 solution of water and glycerine as the 
liquid. 

The present theory is equally applicable to two-component 
systems since no mass transfer is assumed. The only fluid proper
ties used are the density and either Q or the speed of sound in 
each phase. The values used for comparison with the results in 
Fig. 8a of reference [5] are: 

p = (30 - 20) in. Hg = 4.91 psia 

ps = 71.7 lb/ft3 (s.g. = 1.145) 

p„ = 0.0250 lb/ft s 

af = 5774 ft/sec (reference [6]) 

aa = 1130 ft/sec 

I t was assumed that the temperature of the fluid was 70 deg F . 

Void fraction was measured directly by the authors; cs was 
zero in the experiment and cg, though not zero, was probably small, 
likely less than 1 ft/sec. The theory was evaluated for both 
cg = 0 and cg = 1 ft/sec with no noticeable change in cw. 

The computed values of c,„i- are compared in Fig. 7 with Camp
bell and Pitcher's results. The computed values lie considerably 
below the experimental values. I t is thought that the reason for 
this is in the strong shock waves used in the experiment. Al
though the authors found no variation in propagation speed as 
they changed shock strength, they did so by lowering the system 
pressure with constant (atmospheric) driving pressure. I t has 
been shown by both DeJong and Firey [2] and by Semenov and 
Kosterin [10] that the speed of sound decreases as pressure de
creases in the range of void fraction occurring in Campbell and 
Pitcher's tests. From single-phase theory one expects the 
propagation speed to increase with shock strength, and presum
ably a similar effect in the two-phase mixture cancelled the pres
sure effect in the experiment. The experimental propagation 
speeds are 1.8 to 2.1 times as high as the computed values, the 
ratio at a = 0.10 being 1.84. In an attempt to evaluate the 
effect of the shock strength on the propagation speed, it was ob
served that the pressure behind the reflected shock at a = 0.10 
(Fig. 9 of reference [5]) could be fitted by the theoretical expres
sion given by Shapiro [7] if the isentropic constant k is taken as 
1.15. Thus, the shock in bubbly two-phase fluid behaved a t 
least partially like a shock in a gas and an equivalent isentropic 
exponent was found. Using this, the Mach number of the shock 
relative to the stationary fluid was computed by Shapiro's 
formula [8]. This value, which is the ratio of the shock speed to 
the local speed of sound was found to be 1.70 at a diaphragm 
pressure difference of 20 in. Hg. This is in reasonably close 
agreement with the figure 1.84 above. 
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Further evidence of similar behavior of compression waves in 
bubbly two-phase fluid and in gas is shown by the steepening 
wave front (Fig. 4 of reference [5]) which is due to higher speed 
of propagation in the higher' pressure, lower void following the 
compression wave. The present theory predicts a' < 0 and Fig. 
7 of reference [5] appears to confirm that the void is decreased 
behind a pressure wave. 

4 Henry et al. [9] measured the speed of propagation of both 
rarefaction and compression waves in air-water in the bubble 
flow regime at 25 psia. Relatively weak pressure disturbances 
were used (3 to 5 psi) and no difference in propagation speed was 
observed (3 percent accuracy) between rarefaction and compres
sion waves. 

The effect of shock strength on propagation speed was com
puted as for Campbell and Pitcher's tests. Using the equivalent 
isentropic exponent derived from their results it was found 
that a shock strength of 3 psi would increase the wave speed by 6 
percent, i.e., within a ± 3 percent scatter band. The tests of 
Henry et al. were at 25 psia and Campbell and Pitcher's at only 
4.9 psia. Also the latter used glycerine-water, not water. 
Hence some difference in shock strength effect may be expected. 

Experiment (ReMO) 

Pressnt Theory (Fr. = 0) 

0 -2 -4 -6 -8 10 

a 
Fig. 9 Results of Semenov and Kosterin, reference [10] 

However, it seems likely that the effect of shock strength on 
propagation speed in Henry's experiment might be small enough 
to lie within the experimental error. 

oi was computed for p, = 62.3, pa = 0.1277 lb/ft3, and af = 
5100, aa = 1130 ft/sec, assuming a temperature of 70 deg F. 
The void correlation of Styrikowich et al. [3] was used, ai was 
insensitive to cs in the range 1-10 ft /sec which probably covers 
the velocities used by Henry et al.; a.i/ag is plotted in Fig. S to
gether with their results. The computed values follow the shape 
of the experimental curve well but lie about 20 percent below it 
over the range of void from 0.05 to 0.3. 

5 Semenov and Kosterin [10] measured the propagation 
speed in two-phase flow over the wide range of void fraction from 
0.1 to 0.95, and at pressures from 10 to 40 kg/cm2 absolute. 
Void fraction was measured directly. The flow velocities were 
small. I t is suggested that Froude number Cmi^/gD did not 
greatly exceed 100, hence c„ did not greatly exceed 5 m/sec <5C a, 
(although in the single-phase steam tests c„ = 60 m/sec was used). 

The pressure disturbance was generated by closing a valve at 
the downstream end of the tube. At these low velocities the re
sulting shock strength was probably weak and the authors re
ported no effect of shock strength on propagation speed under 
these conditions. 

c-/ag was computed by the present theory (see below) using the 
fluid properties given in Table 1 of reference [10], and equation 
(3) of reference [10] for af and ag. For Froude number = 0 and 
100, a was computed from the void correlation given in reference 
[10]. cmix was obtained from Froude number; hence C? = 
Cmix/(V/ + £!>/»)• Finally, c_ = cm,x — croi_. The results are 
given in Fig. 9. 

The theoretical propagation speeds lie appreciably below the 
experimental values. The reason for this is not clear, but it may 
be in the flow pattern. No details of the mixer used are given in 
[10], and it is not known whether the flow regime was bubbly or 
whether the bubble distribution was at all uniform. In the range 
from about 10 to 20 or 30 percent void the theoretical curve 
follows the shape of the experimental results. 

6 White and D'Arcy [11] measured the propagation speed in 
steam-water at 483 and 1001 psia, mass flux = 159 lb/ft2-sec, 
and qualities from 0.1 to 0.3. The void range was calculated as 
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(J.GS to 0.87 and the flow regime was stated to be annular. Propa
gation speed was measured by timing the passage of the head of 
an expansion wave between two positions about 7 ft apart. 

In Fig. 4 of reference [11] the experimental results are com
pm'ed with calculations of Cw2_ based on the present theory. 
Theoretical values exceeded the experimental values by ;) percent 
or less in all bnt 2 of 17 case". The maximum discrepancy was 8.5 
percent. 

Critical Flow 
Theory 

In single-phase flow it is found experimentally that when the 
fluid velocity at some cross section of a duct equals the local speed 
of sound in the fluid then it is not possible to increase the mass 
flux by changing only the downstream conditions. This follows 
because changes in downstream conditions cannot be felt up
stream as long as the upstream wave-propagation speed is zero. 

Critical flow has also been observed in two-phase flow in the 
sense that beyond a certain point, lowering the downstream pres
sure in a duct system does not effect an increase in mass flux. 
The explanation for critical flow in single phase, if valid, should 
apply equally to two-phase flow, i.e., maximum mass flux should 
occur when it is no longer possible for disturbance waves to 
propagate upstream. Consequently two-phase critical flow is 
predicted to OCcur when C,,·_ = O. 

Conditions for which c" = 0 can be found by adjusting G until 
the Cw = 0 point of the para.bola in Fig. 2 falls on one or other 
hr:mch of the hyperbola. Thus two critical flows are predicted 
anc!are compared with experimental results below. 

The calculations werE' actually made as follows. From (22) 
and (G) with CO' = 0, 

where p, a, and x, and hence M, are assumed to be known. 
Then, from (21) 

A(pa')2 + Bpa' + C = 0 (25) 

where A M - 1, B = (Qf - 111)(1 - a) + (MQg - I)a, and 
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C = (Qf - MQg)a(a - 1). Equation (2;3) was solved for l\\'o 
values of pa', hence the two sets of Af , Au from (21), cf' Cu frolll 
(22), and G from (G). The value of Gc for Cw = 0 on the "[" 
branch of the hyperbola in Fig. 2 is called G1 and G2 is on lhe ":!" 
branch. 

Comparison with Experiment 

Steady-state critical-flow results for a two-phase Illixllirp 
issuing from the end of a constant-area duct have been published 
by several experimenters. Usually the quality just before the' 
end of the duct was computed from measured local pressure 11l1d 

upstream conditions. The void fraction at the duct end was nol 
always measured. Comparison between the present theory 1Ind 
experiment was made using the void-fraction cOl'l'elation of 
Styrikowich et a1. [3J which is reasonably representative of Ilor
mal-flow conditions. This is equivalent to assuming thaI at 
critical-flow conditions, the upstream propagation speed relative 
to the upstream flow vanishes. 

1 ]'vleasurements of critical flow in steam-wnter by Crllz, 
Falett', Fauske, and Moy over a wide range of quality and pre."
sure are summarized in [12J. Some of these have been cro~.'

plotted in Figs. 10 and 11 and compared with computed vallie." 
of G1 and G2• The experimentnlresults have been represented hy 
lines faired through them. 

2 Fauske [13J published some air-water results which cov('l'C'd 
the low-quality range O.OOOG to 0.08. Comparison with theur.,
is shown in Fig. 12. In this reference Fauske also meas\\l'eLl void 
fraction and showed that the slip mtio culCf itt critical conditi(JlI~ 
l'emainec!low, between 1 and 3 in his range of quality, in conl.nl~t 
to em'lier theories which suggested values of 10 and higllPr. 
Fauske's slip values were more cOllsi~tent with normal flow Coll
ditions (G «GJ. It is of interest to note that Styrikowif'h '., 
void correlation [3J which is used here implies th[Lt slip ratio i, 
<2.0. 
- 3 Henry [14J measured void fraction and critic[Ll flow ill 
steam-water over a range of pressure and quality. His resllih 
for 50 psia are comp[Lred with the present theory in Fig. 13 \\sill~ 
both the void correlation of Styrikowich et a1. and a correblioll 
derived from Henry's measurements: 
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where a = -4 .013 + 0.003398p. This fits the exit void data in 
Table 4 of reference [14] fairly well over the range 49.6 < p < 
148.5 psia. 

4 Figs. 10 to 13 all indicate that a t low void the experimental 
results approach the theoretical (?i curve and at high void they 
approach Gi. In the mid-range they vary continuously between 
the two curves. This behavior is very similar to that of the 
propagation speed. 

The computed curves were based on a normal-flow (G « Oc) 
void correlation. When a void correlation obtained from critical-
flow results is used, the theory and experiment (broken line, Fig. 
13) bear no obvious relation. 

Discussion and Conclusions 
The main point of this study is that a simple theory of both the 

propagation speed of small disturbances and critical flow has been 
developed for two-phase fluids in almost exact analogy with well-
established single-phase theory. Bearing in mind the experi
mental difficulties as indicated by the scatter in most of the 
propagation-speed, critical-flow, and void-fraction [3] measure
ments, the two-phase theory appears to agree well with experi
ment in the limits as a -»- 0 and as a —*• 1. I t is found that there 
are different modes of propagation of disturbances at low void and 
at high void. Although both modes are theoretically possible at 
all voids, in practice only the one mode is observed at any given 
void. 

In the intermediate range of voids the experimental critical-
flow results exhibit a continuous variation from one mode to the 
other. For propagation speed, the results of Semenov and Kos-
terin [10] suggest similar behavior. The other experimental 
series do not cover the full void range. In fact, either the flow 
became unsteady [9] or the bubbles became large and the flow 
pattern changed [2] as void was increased, so that continuous 
variation of propagation speed throughout the full void range was 
not generally observed. 

I t is apparent that nonuniform flow patterns, e.g., s ug flow 
(flow in which some of the bubbles approach the size of the duct) 
or spray annular flow (where a considerable portion of the water 
is entrained in the core) would not satisfy the assumptions made 
in the theory, either because the character of the flow would vary 
too much from one cross section to another (e.g., slug flow) or 

because two mean velocities cf and c„ would be inadequate to de
fine the flow dynamically (e.g., spray annu ar flow). These are 
the conditions which occur in the mid-void range and indeed 
theory and experiment do not agree there. However, it is in
teresting to note that in all cases the experimental data lie be
tween the two theoretical modes which behave as limiting modes. 

The smooth variation of critical flow in the mid-void range, as 
opposed to the more erratic behavior of the propagation speed, is 
probably due to the special condition of critical flow (maximum G 
for given upstream conditions). Most of the propagation-speed 
measurements were made at very low G and were probably sub
ject to a greater variety of flow patterns. 

Critical-flow conditions seem to be governed not by the void 
conditions at the throat as measured by Henry [14] but by the 
norma'-flow void preceding the critical-flow point. 

The importance of flow pattern on propagation speed has been 
observed by others and must also be concluded from this study. 
The limitations of the common separated-flow model with a 
"standard" void-fraction correlation have been shown. In order 
to analyze the mid-void range, a more sophisticated model such 
as that of Henry et al. [9] is needed. For critical flow, the 
situation may not be so complicated because of the maximum G 
constraint on the flow. 
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An Experimental Investigation of the 
Enthalpy of Saturated Heavy-Water Liquid 
Measurements on the enthalpy of saturated heavy-water liquid were made for tempera
tures ranging from 90 to 350 deg F by means of a non-flow, continuous-heating calorim
eter. Based on confirmatory tests conducted, on light water, it is estimated that, the 
heavy-water enthalpy measurements obtained in this paper are accurate to ±0.5 percent. 
The experimental data of this research is in reasonable accord with the data obtained by 
other investigators. It was also found that the difference between the heavy-water en
thalpy-change values and the corresponding values for light water is a strong function 
of temperature varying from about 0.2 percent at 100 deg F to 3.5 percent at 350 deg F. 

Ac 
Introduction 

lccuiiATB and detailed knowledge for the enthalpy 
of heavy water is of significance in the design, power rating, and 
operation of nuclear power plants moderated and cooled with 
heavy water. In Canada, heavy-water moderated and cooled 
nuclear power plants (Candu) are currently being designed to 
operate at a line pressure of 1300 psia and heavy-water inlet and 
outlet temperatures of 480 and 560 deg F respectively. In all 
probability, the next generation of Candu nuclear power plants 
will be designed to operate at higher pressures and temperatures. 

There is a paucity of consistent and detailed information for 
the thermodynamic properties of heavy water at the higher 
pressures and temperatures. The senior author therefore 
initiated a comprehensive experimental program to study the 
thermal behavior of saturated heavy-water liquid and vapor from 
the triple point to the critical point. This paper is the third of 
a series of papers dealing with apparatus development and deter
minations of various thermodynamic properties of saturated 
heavy-water liquid and vapor.1 

The main purpose of this present paper is to assess the validity 
of previous measurements conducted on saturated heavy-water 
liquid from 100 to 400 deg F. A description of the non-flow 
calorimeter and associated instrumentation which was employed 
in the research of this paper appears elsewhere [13] .2 

Theory of Experiment 
The experimental method consisted chiefly of adding electrical 

energy at a predetermined rate to a non-flow calorimeter contain-

1 Details of the first two papers are given in references [11, 13]. 
2 Numbers in brackets designate lieferenees at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received bv the Heat Transfer Division October 23, 1970. Taper No. 
71-HT-M. 

ing a known charge of saturated heavy water and its vapor and 
measuring the magnitude of the temperature rise of the calorim
eter and its contents. Two types of experiments were conducted 
over a given temperature interval. In one experiment the 
calorimeter contained a mixture of heavy-water liquid and vapor, 
whereas in the second experiment (tare measurement) the 
calorimeter was empty. 

By utilizing the first law of thermodynamics, the Clausius-
Clapeyron equation, and by noting that the thermodynamic 
heating process occurs at constant total volume and at constant 
total fluid mass it follows that: 

h, - hfl = — — + - (P, Pi) 

+ 
V_ 

~M 

, (IP' 

dr 
V 

M 
tdP~ 

dr ( i ) 

where 

Q,,: and Q are the quantities of energy that were required to 
raise the temperatures of the empty and charged calorimeter dur
ing the two types of experiments, 

hf is the enthalpy of saturated heavy-water liquid, 
M is the mass of the heavy-water sample (mixture of liquid and 

vapor), 
V is the internal volume of the calorimeter, 
P is the saturation pressure of the heavy-water sample, 
vs is the specific volume of saturated heavy-water liquid, 
T is the absolute temperature of the heavy-water sample, 
dP . , . , 
-— is the change of pressure with respect to temperature at 

saturation conditions. 
Subscripts 1 and 2 refer to initial and final saturation states 

(T2>7\)-
The first term on the right-hand side of equation (1) is the net 

electrical energy added to unit mass of the heavy-water contents. 
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Fig. 1 Deviation between light-water enthalpy measurements and corresponding Keenan and Keyes values 

Table 1 Enthalpy-difference measurements on light water (second series) 

Details 
Initial temp., dog F 
Final temp., deg F 
Total energy added, Btu 
Enthalpy difference for 40 deg F rise, Btu/ lb 
Keenen and Keyes steam table enthalpy difference for 

40 deg F rise" 

Mass contained in second series of calibration tests = 
n There is no significant difference between the values for the enthalpy of saturated liquid contained in references [L] and [10], 

Run 1 
100.94 
141.35 
80.19 
39.70 

39.92 

1,8994 lb. 

Run 2 
141.27 
180.50 
78.48 
39.89 

40.03 

Run 3 
183.54 
223.32 
80.04 
40.10 

40.19 

Run 4 
223.52 
262.75 
79.57 
40.46 

40.53 

Run 5 
262.92 
301.63 
79.48 
40.91 

40.95 

Hun 6 
304.31 
342.41 
79.40 
41.59 

41.54 

The magnitude of the last three terms on the right-hand side of 
equation (1), though small at room temperature, increases with 
temperature. More specifically, the algebraic sum of the three 
terms is approximately 0.1, 0.4, 1, and 4 percent of (Q — Q],:)/M 
at temperatures of 200, 300, 400, and 600 deg F respectively. 
The property data contained in reference [2] was employed to 
evaluate the last three terms of equation (1). 

Heavy-Water Samples 
The heavy-water samples used in this investigation were sup

plied by Atomic Energy of Canada Limited and certified as 
possessing a purity of 99.82 percent. During the investigation 
the calorimeter was charged with an initial mass of heavy water 
amounting to 2.0446 lb. Upon completion of the investigation 
the heavy water was discharged from the calorimeter and weighed 
a final time. The difference between the initial and final mass 
values was not significant, being less than 0.02 percent. 

Experimental Procedure 
The experimental procedure followed in the present paper is 

identical to that described in references [5, 13]. By means of 
manual control the temperatures of the adiabatic shield and outer 
guard were made to track the uniformly rising temperature of the 

calorimeter to within ±0.02 deg F. The equilibrium tempera
tures of the heavy-water sample at the beginning and at the end 
of a test run were measured by means of a tiny industrial platinum 
resistance capsule. Details of the temperature variations on the 
calorimeter apparatus are given in references [5, 13]. 

Experimental Results 
Tare Measurements. The composite heat capacity of the empty 

calorimeter may be represented by the following empirical 
equation: 

C = 0.98411 X 10- 1 + 0.46894 X 1 0 " ^ (2) 

where C is the composite heat capacity of the empty calorimeter 
in Btu/deg F, and I is the temperature in deg F. This empirical 
equation is valid from 100 to 350 deg F, and it is based on the tare 
measurements reported in reference [13]. 

Apparatus Calibration. The reliability of the calorimeter ap
paratus and its associated instrumentation was evaluated from 
two series of calibration measurements using light water. The 
results of the first series of tests which were conducted just prior 
to the heavy-water experiments of this paper are given in ref
erence [13], whereas the results of the second series of calibration 
tests which were conducted just after the heavy-water investiga
tions are given in Table 1 of this paper. 
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Run 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
1.7 
18 
19 

" 55 deg V interval. 
'' 10 deg F interval. 

I Q D I S £. m e t 

Initial temp. 
d e g F 

100.58 
98.42 

101.48 
138.39 
140.18 
141.61 
178.89 
181.31 
181.40 
219.11 
220.17 
216.32 
253.67 
254.21 
256.80 
293.81 
296.79 
295.85 

90.15 

i s u r m n m i i s UII I M « < 

,- Final temp. 
d e g F 

139.55 
138.92 
139.82 
178.35 
179.59 
179.57 
220.10 
220.82 
219.57 
255.93 
258.09 
256.82 
296.33 
293.73 
294.46 
350.04 
348.95 
350.51 
99.69 

tmrna ipy a i r r e rence 

Heating rate 
deg F /h r 

18 
13 
23 
18 
13 
23 
18 
13 
23 
18 
23 
13 
18 
13 
23 
18 
13 
23 
13 

s or saturated heavy 

Total energy 
Btu 

86.85 
90.30 
85.38 
88.88 
87.73 
84.45 
91.61 
87.95 
84.95 
82.16 
84.68 
90.55 
95.69 
88.77 
84.58 

127.09 
118.12 
123.72 
21.32 

-water liquid 
Enthalpy difference 

for a'40 deg F 
1 are energy temperature interval 

Btu Btu/ lb 
4-05 39.63 
4.22 39,64 
4.00 39,59 
4.23 39.51 
4.18 39.54 
4.02 39.52 
4.45 39.46 
4.26 39.51 
4.12 39.50 
4.04 39.59 
4.16 39.63 
4.44 39.66 
4.75 39.81 
4.39 39.88 
4.19 39.87 
6.37 55.27 
5.92 55.38" 
6.20 55.36 
0.98 9.9b 

The deviations between the results of these two calibration 
tests and the corresponding values found in the steam tables of 
Keenan and Kej^es are given in Fig. 1. Fig. 1 indicates that the 
reproducibility of the present apparatus is ± 0 . 1 percent whereas 
the maximum deviation between the experimental enthalpy data 
of this paper and the corresponding values contained in the 
Keenan and Keyes steam tables is within approximately 0.5 
percent. Assuming no error in the values of the Keenan and 
Keyes steam tables3 it may be estimated that the determinations 
on the enthalpy of saturated heavy-water liquid of this paper are 
accurate to ± 0 . 5 percent. 

Enthalpy Measurements of Heavy Water. The enthalpy of saturated 
heavy-water liquid was experimentally determined from 90 to 350 
deg F at heating rates ranging from 13 to 23 deg F per hour. Table 
2 is a tabulation of the experimental data obtained for each of the 
individual test runs. A cursory study indicates that the re
producibility of the heavy-water measurements is excellent, being 
approximately ± 0 . 1 percent. 

Discussion of Results 
The percentage deviation between the enthalpy-change values 

for heavy water and light water of this paper are given in Fig. 2, 
whereas the specific heats of saturated heavy water and light 
water are given in Fig. 3 Also included in Figs. 2 and 3 are the 
data obtained by the senior author of this paper for saturated 
heavy and light water from 480 to 560 deg F [11, 12]. 

I t is evident from Fig. 2 that the percentage deviation between 
the enthalpy-change values for light and heavy water is a strong 
function of temperature. I t varies for example from approxi
mately 0.25 percent at 120 deg F to about 3.2 percent at 325 deg 
F. Fig. 2 also tends to confirm the validity of the prior measure
ments conducted on light and heavy water from 480 to 560 deg F 
in references [11, 12]. 

The experimental specific-heat data for saturated heavy water 
of this paper along with the experimental data of Baker [2], 
Brown et al. [4], Cockett et al. [6], Eucken et al. [7], and Rivkin 
et al. [14, 15] are given in Fig. 4. The maximum deviation be
tween the results of this work and the above-mentioned authors 

Table 3 Comparisons between observations of this work and others 

3 To this day the pioneer measurements of Osborne et al., con
ducted at the National Bureau of Standards from 1920 to 1939 es
sentially form the basis of the various saturation data contained in 
the different national steam tables. The error in the pioneer experi
mental enthalpy data of Osborne is in all probability less than ±0.5 
percent at moderate values of temperatures and pressures. 

Temperature 
deg F 

From 
100 
140 
180 
220 
260 
295 

interval 

To 
140 
180 
220 
260 
300 
350 

Enthalpy diffen 
Btu/lb 

This work Baker 
39.6 
39.5 
39.5 
39.6 
39.9 
55.3 

40.0 
39.9 
39.8 
39.8 
39.9 
55.3 

ence 

Howieson 
40.8 
40.2 
39.4 
38.8 
38.8 
54.4 

is around 2 percent. This is entirely within the limits of error 
estimated in references [2, 4, 6, 7, 14, 15]. 

The measurements of this work along with the smoothed data 
proposed by Baker [2] and Howieson [9] are shown in Table 3. 
The maximum deviation between the results of this paper and 
those proposed by Baker is approximately 1 percent, which is well 
within his estimated error of measurement, i.e., ±1 .5 percent. 
The maximum deviation between the measured enthalpy-dif
ference values of this paper and the corresponding values pro
posed by Howieson is within approximately 3 percent. I t 
should be pointed out that the Howieson enthaly values are 
based on values deduced by Whalley [16] from the fragmentary 
saturation data available to him at the time. 

Conclusions 
1 I t is estimated the enthalpy measurements conducted on 

saturated heavy-water liquid from 90 to 350 deg F are accurate 
to within ± 0 . 5 percent. 

2 The research of this paper is in reasonable accord with the 
earlier heavy-water measurements of Baker, Brown, Cockett 
Eucken, and Rivkin with the maximum deviation being ap
proximately 2 percent. 

3 In the region covered by this paper the differences in the 
enthalpy change of saturated heavy-water liquid and the cor
responding enthalpy-change values for saturated light-water 
liquid were found to be a strong function of temperature. 
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Freeie-Drying of Bodies Subject to 
Radiation Boundary Conditions 
A solution is obtained for the transient, temperature distribution and the position of the 
sublimation front for freeze-drying slabs, cylinders, and spheres. The surface is ex
posed to thermal radiation boundary conditions so that the surface temperature is time 
dependent. Results, presented in dimensionless form, cover a wide range of variables 
that should include essentially all food products. 

Introduction 

L I HIS PAPER is concerned with the sublimation de
hydration of slabs, cylinders, or spheres that are subject to radi
ant heat sources. The same analysis would also apply for 
evaporative drying of porous bodies during the falling rate 
period if the diffusion of water in the liquid state is negligible. 
The application of most immediate concern is freeze-drying of 
foods where frozen food is placed in a vacuum chamber. The 
pressure in the chamber is maintained below the triple point so 
that the drying process takes place by sublimation. Since the 
liquid substance is frozen, there is no diffusion of water except 
for the vapor which moves from the sublimation front to the free 
surface and subsequently into the vacuum chamber. The 
physical model considered is essentially that used by the authors 
in earlier work [1, 2]1 and is shown in Fig. 1. In essence this 
model assumes that there is a porous outer layer of product which 
can be idealized as a bundle of straight capillaries. The region 
of the product farthest from the heater is frozen and heat may 
or may not be transferred through this region. The transport 
properties are assumed constant. According to Massey [3], 
convection to the free surface of the product is very small com
pared to the rate of heat transfer by thermal radiation. There
fore, the heat input will be assumed to follow the usual fourth-
power radiation equations. 

Most analyses of sublimation drying assume that the outer 
surface to be dried is instantaneously brought to the maximum 
allowable temperature before scorching. In practice the surface 
temperature changes slowly from the initial temperature to the 
scorch temperature. Two recent papers [4, 5] have considered 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Olda., August 
15-18, 1971. Manuscript received by the Heat Transfer Division 
January 11, 1971. Paper No. 71-HT-5. 

RADIANT HEAT A^ 

FREE SURFACE -
(T = T.) 

DRY 
REGION 

FROZEN 

REGION 

-INTERFACE (T'T,) 

RADIANT HEAT 

INTERFACE (R = R , T'T, ) 

FREE SURFACE —' 
(R-R2 , T-T,) 

CYLINDER N = l 
SPHERE N=2 

Fig. 1 Physical model 

this problem for drying slabs. In these papers the radiant heater 
was held at a constant temperature until the surface tempera
ture reached scorch conditions. McCullooh and Sunderland [4] 
solved the problem by integral techniques using an assumed 
time dependent temperature profile in the dried layer. Later 
Cho and Sunderland [5] obtained an approximate solution by 
linearizing the radiation boundary condition. They showed 
that by assuming a linear temperature profile in the dried region 
one could obtain good results. This work verifies the quasi-
steady assumption, namely, that the sensible heating effects are 
negligible compared to the latent heat effects. In the present 
paper it will be assumed that quasi-steady conditions hold, but 
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the radiation boundary condition will not be linearized. The 
heater will have a constant temperature and the solution will 
apply until either drying is complete or the surface reaches the 
scorch temperature, whichever occurs first. If the surface 
reaches the scorch temperature prior to complete drying, the 
techniques presented in references [1, 7] can be used to complete 
the solution. 

Analysis 
Dried Region. The energy equation for the quasi-steady con

stant property model [1, 2] is: 

d, n dT __ 

dr dr 
(1) 

where n = 0, 1, 2 for a slab, cylinder, and sphere respectively. I t 
should be noted that the convected energy transport is neglected 
in this equation in accordance with reference [6] and the quasi-
steady assumption has eliminated the time dependent term. 
The boundary conditions are: 

Ri = R,_ at t = 0 

T = Tx at r = ft 

, , d T ^ A rr dRl 
?o + « — = —pAA//—— at r 

dr dt 
= ft 

dT 
k — = e<r(2V 

dr 
IV) at r = ft. 

(2) 

(3) 

(4) 

(5) 

Equation (2) states that the initial thickness of the dried re
gion is zero while equation (3) is an assumption that the inter
face temperature is constant. Equation (4) is an energy balance 
at the frozen-dry interface where it is assumed that the energy 
input through the frozen region, g0, is a known weak function of 
time. Equation (5) is an energy balance at the heated outer 
surface relating the conduction into the dry layer to the input 
radiation assuming a black heater surface and a small distance 
between heater and product compared with typical dimensions 
of the product. 

Equation (1) can be integrated twice to give the following 
equations: 

(6) 

T -

T -

dT & 
dr r" 

2'i = —^— 0"-" - ft*-); 
1 — 7 1 

Tx = & In (r/ft); n = 1 

t l ^ l 
(7) 

where equation (3) has been used to eliminate one integration 
constant. 

The constant d can be determined as a function of the heater 
surface temperature by substituting equation (6) into equation 
(5) which gives on rearrangement: 

Ci = 
e a f t " ( 7 y - 7V) 

k 
(8) 

Equations (7) and (8) give the temperature distribution in the 
dried layer where Ti and -ffii are still undetermined functions of 
time. The interface radius can be related to the surface tem
perature T2 by combining equations (8), equation (7), and the 
definition of T2. Thus 

ft = 

ft = 

1\ - T2 k(l 

2 V 

ft exp 

T2" ecrR2" 

Tx - T2 k 

T„* - TV eaRz 

n) I l-

— + ft'-»! n ^ 1 
(9) 

n = 1 

The interface radius can be related to time by substituting 
equation (6) into equation (4) giving 

dt ftMft 

p\AH g„ft« + led 
(10) 

where kCi can be determined from equation (8) and q0 from the 
section which follows. 

Frozen Region. The term g0 refers to the heat conducted from 
the frozen region to the sublimation interface. This heat could 
be the result of transient effects in the frozen region, distributed 
heat sources such as microwave or gamma-ray heating, or heat 
transfer through the frozen region. Furthermore, if the dried 
region is transparent to thermal radiation at some wavelengths, 
go could be the energy transmitted through the dried region to 
the interface. The following discussion applies to heat conducted 
to the sublimation front from the frozen region. 

The energy equation, equation (11), for the dried region also 
applies to the frozen region because convection is neglected and 
the transient changes in enthalpy are small compared with the 
latent heat effects. The boundary condition given by equation 
(3) is also valid so that if equation (1) is integrated for the frozen 
region, equation (7) results. The constant Cj is determined by 
the condition of the inner surface of the food product. A set of 
practical conditions for supplying heat through the frozen region 
is described below with the corresponding boundary condition. 
For a slab a sheet of material of high electrical resistance could 
be placed in contact with the frozen surface to maintain the sur
face at a temperature just below the freezing point. A vapor 
seal must be placed along this surface to prevent the formation 
of a low-conductivity dried layer. The boundary condition can 
be expressed by 

To at 0 (11) 

For a cylindrical sample a small-diameter wire or pin could be 
inserted along the centerline of the sample and heated elec
trically to maintain a temperature just below freezing. This 
boundary condition is described by 

at R0 (12) 

-Nomenclature-

C* = dimensionless quantity defined by 

equation (18) 

AH = enthalpy of sublimation, Btu/ lb 

k = thermal conductivity, Btu/hr-ft-

d e g F 
n = 0, 1, 2, for slab, cylinder, and 

sphere respectively, dimension-
less 

go = heat transfer to sublimation front 

from frozen region, Btu/hr-ft2 

r = distance from centerline, ft 

R0 = radius of heater used for cylinders 
or spheres, ft 

Ri = position of interface, ft 
Ri = position of free surface, ft 

R* = Ri/Ri, position of interface, di
mensionless 

t = time, hr 
T = temperature, deg F 

T0 = temperature at outerline, deg F 
Ti = interface temperature, deg F 
Ti = temperature of free surface, deg F 

TH = heater temperature, deg F 

= dimensionless drying time 

= emittance, dimensionless 

= dimensionless interface tempera
ture, TJTU 

= dimensionless temperature defined 
by equation (19) 

= porosity, ratio of pore volume to 
total volume, dimensionless 

= density, lb/ft3 

= Stefan-Boltzmann constant, 
0.1713 • 10-" Btu/ftMir-deg R4 
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Fig. 2 Free surface temperature times C* as a function of interface 
position 

where Ro is the wire radius. An analogous spherical heating 
element could be used with spherical samples and would give 
the same boundary condition except that Ro would be the radius 
of the spherical heating element. Application of these boundary 
conditions to the frozen region gives the following temperature 
distributions in the frozen region: 

T - Tl Ri 

To-

T -

To-

r -
To -

Ti 

T, 
T, 

Rx 

In (r/RJ 
In (Ro/Ri) 

Ro ft - r 
r ft - Ro 

cylinder 

sphere 

(13) 

The heat flux is given by 

dT\ 

ar\r = Mi 

Applying equation (14) to (13) gives 

To - ?'i 

(14) 

qo = k 

qo = k 

qo = k 

Ri 

To - '1\ . 

ft In (f t /f t) 

(To - Tx)Rp 

(Ri — Ro)Ri 

slab 

cylinder t 

sphere 

Solution Procedure. Equation (9) provides a closed-form rela
tionship between ft and T2 both of which depend on time in a 
complex manner. Since this dependence is implicitly contained 
in equation (10), it can be numerically integrated by the following 
procedure: 

1 Consider a time period, At, in which the free surface tem
perature changes by the increment AT2 from its initial value, 
Tn, to a new value, 

1\ = Tit + AT2 

2 For this value of 'l\ calculate ft from equation (9). 
3 Assume the coefficient of df t in equation (10) to be constant 

during the time period At, so that the equation can be used in 
finite-difference form to calculate At, namely 

At = - p A A H 
ft»Aft 

goft" + kd 
(16) 

Note that the quantities ft, q0, and kCi should be calculated for 
the average value of Ri during the time increment which is known 
from step 2. Af t is the final interface position minus the initial 
position. 

4 Steps 1-3 can be repeated for subsequent changes in T% to 
generate results for the entire drying process. 

Nondimensional Results. Equations (9) and (10) can be non-
dimensionalized for the case where qo = 0. For the case where 
qo 9^ 0 the number of nondimensional parameters required makes 
the utility of nondimensionalization of little value for presenting 
general results. 

The following nondimensional parameters are required: 

R* = ft/ft 

C* = k/(ecrR2TH») 

'»* = [(Tt/TH) - (TJTB)\/[l • 

0i* = T1/TB 

eaT„H 

(.T*/TB)*] 

T* = 
p A A F f t 

In terms of these parameters equation (9) can be written 

R* = 1.0 - 02*C* slab ) 

R* = exp[-02*C*] 

R* = 1.0/[1.0 + 62*C*] 

cylinder > 

sphere ) 

Equation (10) can be written 

ecrTV , ( f t / f t ) " d(Ri/R*) 

pAAffft 
dl 

1 (T2/THy 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

for the case that go = 0. Integrating and substituting the ap
propriate nondimensional quantities gives 

(24) j 1 * ~ _ 
i r (Tt/TB)* 

Solution Procedure. The following procedure can be used to 
solve equations (22)-(24). 

1 For a given value of C* calculate 02* for a small incremental 
change of R*(e.g., AR* = —0.01). Notice that R* varies from 
1 to 0 during the process. 

2 From equation (19) calculate T2/TH for a given value of 
0i* = Ti/TB using the value of 02* calculated in step 1. 

3 Integrate equation (24) numerically as follows: 

(IS) Let 

AT* = 
fl* 
{T*/THy 

AR* 

Note that the quantities in the coefficient of AR* have been calcu
lated in steps 1 and 2. 

4 Repeat steps 1-3 with small increments of _B* from 1 to 0 
to generate results for the entire drying process. 

Results 
Equations (22) and (24) were programmed on a digital com

puter as previously discussed. The ranges of variables consid
ered are 0.001 < C* < 10, 0.1 < 0i* < 0.9, and 0 < R* < 1. 
These ranges should cover the conditions likely to be encount
ered in freeze-drying of foods. 

Fig. 2 shows how the nondimensional dry surface temperature 
varies with the interface position. 

The maximum permissible surface temperature will define a 
02* for scorch conditions which cannot be exceeded without caus
ing product damage. The present solution is valid for the range 
of R* between one and a value which gives 9%* at the scorch 
temperature. The entire range of R* is given since the value of 
02* at scorch conditions depends on the particular applications. 
The remainder of the problem can be solved by the analyses given 
in references [1] and [7]. Reference [7] shows that the drying 
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Fig. 3 Time vs. interface position for a slab Fig. 4 Time vs. interface position for a cylinder 

rate is higher successively for the slab, cylinder, and sphere. 
Since the diying time is the shortest for the sphere, it was felt 
that the consideration of the variation of surface temperature 
during early diying would be most important for the sphere. 
However, Fig. 2 shows that the sphere reaches a given surface 
temperature faster than the cylinder and slab so that the relative 
effect of a varying surface temperature for the three geometries 
is not as pronounced as was suspected when this work began. 
Fig. 2 along with Figs. 3-6 will allow one to decide for a given 
problem whether the effect of variable surface temperature needs 
consideration. 

Figs. 3-5 indicate the time required to reach a given interface 
position for the range of C* and ft* considered for the slab, cyl
inder, and sphere respectively. These curves were generated by 
numerically integrating the integral in equation (24). Nu
merical integration for all cases considered was done with finite 
steps in R* of 0.01 and 0.005. The results for finite steps in R* 
of 0.01 compared within less than 1 percent to the corresponding 
results with the step in R* equal to 0.005. 

I t was noted in the discussion of Fig. 2 that this solution is valid 
up to an R* which corresponds to the di* for scorch conditions. 
Use of that R* in Figs. 3-5 gives the nondimensional time re
quired to reach such conditions and defines the time range over 
which the present solution is valid. 

The trends indicated in Figs. 3-5 follow expected behavior. 
Notice that in each case the figures show that it takes much 
longer to dry the first 0.2 of the sample thickness than it does 
to dry the last 0.2 of the sample thickness. This unexpected 
result is the opposite effect to the solution for a constant surface 
temperature. The reason for the present results is that during 
the initial stages of drying the surface temperature is low so that 
little heat is conducted to the interface. If the surface tempera
ture is allowed to rise until the sample is almost dried the surface 
temperature will be much hotter so that even with a long con
duction path more heat will be transmitted to the interface. 

The figures also show that the nondimensional time, T*, decreases 
roughlj' in proportion to the increase in C*. An increasing value 
of C* means that for a given energy input the interface velocity 
increases. Thus one would expect the drying rate to increase 
and the drying time to decrease which is the trend indicated. 

Sample Calculation 
Consider the freeze-diying of a sphere of hamburger, with the 

following properties and boundary conditions: 

p = 57.4 lbm/ft3 

X = 0.7 
AH = 1488 Btu/ lbm 

k = 0.09 Btu/hr-ft-deg R 
TH = 702 deg R 

e = 0.74 
cr = 0.1713 X 10~8 Btu/ft2-hr-deg R" 

Ti = 492 deg R 
Ri = 0.0205 ft 

The properties can be obtained in the references cited except for 
the value of thermal conductivity which has recently been 
measured by the first author and has not yet been published. 

In order to use the figures C* and ft* are required from their 
definitions, i.e. 

C* 
k 

' eaRzTr, 

0.09 Btu/hr-ft-deg R 

(0.74)(0.1713)10"8 Btu/ft2-hr-deg R4 (0.0205) ft (702)3 deg R3 

= 10 

492 

702 
= 0.7 
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We seek the range of values of R*(i.e., Hi) for which the present 
solution is valid. This range is from R* = 1 to a position where 
Ti has reached its maximum allowable value. For hamburger, 
a reasonable value for the scorch temperature is 560 deg R. 
Thus T2 = 560 deg R and 

-C*= .001 

(T,/TH) - (T./Tg) (560/702) - (492/702) 

1 (T,/THY 1 - (560/702)* 
= 0.165 

Therefore 6t*C* = 0.165(10) = 1.65. From Fig. 2, or equation 
(22), R* = 0.377 at scorch conditions so that 1 > Ri/R2 > 0.377 
for this solution. The time required to dry to the radius Ri = 
0.377 Ri = 0.0077 ft can be determined from Fig. 5 by using the 
curve for C* = 10, 0,* = 0.7, and R* = 0.377. Thus, from Fig. 

T>* ~ 
eo-THn 

p\AHR-2 

0.6 

Hence 

57.4 lbm/ft3 0.7(1488)Btu/lbm (0.0205)ft 
1 ~ ° ' 6 (0.74)(0.1713)10"8 Btu/ft2-hr-deg R4 (702)* deg R" 

= 2.4 fir 

The time required for a sphere to dry from an interface position 
Ri = Ru to an interface position RL = Rit can be determined 
from reference [7] when T2 is a constant. The equation for this 
time is 

At 
\pCp 

k l o g f l - [ ( 2 \ - T,)/(AH/CP)}} 

\Ru3 

X 
Ru3 fii/2 - Ru2 

ZR-i 

Substituting values2 

At 
0.7(57.4) lbm/ft3(0.46) Btu/lbm-deg R 

Fig. 5 Time vs. interface position for a sphere 

(0.0077)3 ft3 (0.0077)2 ft2 

0.09 Btu/hr-ft-deg R logjl - [(492 - 560) deg R/(1488) Btu/lbm] [0.46 Btu/lbm-deg R] 

At = 0.22 hi-

The total drying time for the sample is 

(2.4 + 0.22)hr = 2.62 hr 

_ 3 (0.0205) ft 

Nov. 1968, pp. 
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Internal Laminar leaf Transfer 
With Gas-Property Variation 
The results of a numerical investigation of internal laminar heat transfer to a gas with 
temperature-dependent properties are reported. In this investigation the authors ob
tained numerical solutions to the coupled partial differential equations of continuity, 
energy, momentum, and integral continuity describing the two-dimensional flow of 
perfect gas between heated parallel plates. A sequence of numerical solutions was ob
tained for the case of constant wall heat flux with a fully developed velocity profile at the 
start of the heated section and pure forced convection. The results may be summarized 
by 

Nu = N w prop. + 0.024(Q+)»-'(GzJo-™ 

/ • R e m = 2i(Twall/Tbulk) 

where the subscript "m" refers to properties evaluated, at the local mixed-mean, (or bulk) 
temperature. 

Introduction 

1, I HE ANALYSIS of laminar flow between heated 
parallel plates is of considerable practical importance. In de
signs where pumping power must be kept low in proportion to 
heat transfer, as is frequently the case in the design of compact 
heat exchangers, laminar-flow conditions provide the optimum 
operation. Other practical examples include nuclear reactors 
with rectangular flow channels with width-to-spacing ratios 
which are greater than about 15 and in which the coolant flow 
rates may be reduced to levels where laminar-flow conditions 
become established during periods of low-power operation or loss-
of-flow incidents. The study of laminar flow between parallel 
plates is also important for analytical reasons as well, since it 
represents one geometrical limit for the flow in annuli. 

The study of laminar flow between parallel plates had its be
ginning with the pioneering work of Graetz [1]3 in 1885; however, 
it was three-quarters of a century later before the digital com
puter made possible the evaluation of usefully complete sets of 

Lon-

1 Formerly Research Associate, The University of Arizona. 
2 Presently at Imperial College of Science and Technology, 

don, England. 
3 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division October 23, 1970. Paper 
No. 71-HT-N. 

eigenvalues and the associated eigenfunctions for the classical 
problem. A critical review of the problem of laminar flow be
tween heated parallel plates with constant wall heat flux and 
constant wall temperature as boundary conditions is available 
in the definitive work of McCuen, Kays, and Reynolds [2]. 

The effect of fluid-property variation upon heat transfer and 
fluid flow was first investigated in 1940 by Yamagata [3]. Later, 
in 1951, Deissler [4] presented an analysis of laminar heat t rans
fer to gases in the downstream region of tubes. He assumed 
that the density varied inversely with the absolute temperature 
and that the transport properties varied as the absolute tem
perature raised to the 0.68 power. Deissler concluded that the 
effect of the fluid-property variations was to decrease the down
stream Nusselt number by 22 percent and to increase the friction 
factor by 28 percent as the wall-to-bulk temperature increased 
from 1.0 to 1.8. Deissler's analysis was essentially duplicated 
six years later by Sze [5] who used experimental property values 
instead of the power-law approximations. In 1962, Koppel 
and Smith [6] presented the results of an analytical and experi
mental investigation of heat transfer to carbon dioxide near i ts 
critical point. The extreme variation of the fluid properties in 
the critical region limits the generality of their results; however, 
they were the first to point out that the transverse velocity 
component might have a significant effect upon the heat transfer 
and fluid friction. 

In 1962, Davenport [7, 8], following the lead of Koppel and 
Smith, published the results of an analytical and experimental 
investigation of laminar heat transfer in the downstream region 
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of tubes. In this analysis, Davenport postulated several reason
able transverse velocity profiles, relying upon experimental 
evidence to determine which of the postulated profiles gave the 
most consistent results. His heat-transfer results were incon
clusive due to the data scatter but he could obtain good agree
ment between his computed and measured friction factors. 

In 1965, Worsoe-Schmidt and Leppert [9] published a nu
merical solution to the problem of variable-property laminar 
flow in the thermal entrance region of tubes. They employed 
implicit finite-difference methods to obtain the simultaneous 
solution to the governing differential equations after these 
equations had been cast into finite-difference forms. The fluid-
property variations were introduced into the analysis by making 
power-law assumptions. In a note discussing these results, 
McEligot and Swearingen [10] observed that the effects of 
property variations are significant only at very short distances 
from the thermal entrance and that use of local properties in the 
nondimensional axial distance led to closer correlation with re
sults for constant properties. Subsequently, Worsoe-Schmidt 
[11] correlated his results for the laminar Row of power-law gases 
in the thermal entrance region for the case of a fully developed 
entering-velocity profile and constant wall heat flux by 

and 

Nu = Nu c p + 0.025(Q+)^(GZ,„ - 20)/Gz„,% 

file,,, = l5.a(TJTmY-

More recently, Deissler and Presler [12] published a numerical 
analysis of developing laminar flow inside circular tubes. Their 
results indicated that the effects of property variation on the 
Nusselt numbers were not significant in the entrance region, 
but that there was a significant increase in the friction factor 
due to effects of the axial property variation. 

Experimental investigations of laminar flow inside circular 
tubes have been reported by Kays and NicoU [13] and Swearingen 
[14]. The results of Kays and NicoU agreed, within the limits of 
experimental uncertainty, with the extended Graetz solutions 
for wall-to-bulk temperatures up to a maximum of 2.0. Swear
ingen, by using a vacuum-isolated test section, was able to obtain 
improved results in the thermal entrance region (x+ as low as 
0.001). His results gave substantial confirmation to the vari
able-property effects predicted by Worsoe-Schmidt and Lepperi 
[9]. 

The purpose of the present study was to analyze (lie diabatic 
laminar flow of a gas with temperature-dependent properties 
in the thermal entrance region between heated parallel plates. 

Basic Equations 
The governing differential equations were essentially de

veloped on the basis of the standard boundary-la3'er approxima
tions. The justification of the boundary-layer approximations 
was made primarily on the basis of analytical reasoning since 
experimental evidence in the immediate thermal entrance region 
has been plagued with excessively large experimental uncertain-

-Nomenclature-

a = exponent in the power law 
for specific heat 

6 = exponent in the power law 
for thermal conductivity 

c = exponent in the power law 
for viscosity 

cp = specific heat at constant 
pressure 

c p
+ = dimensionless specific heat, 

f — friction factor, T-JlJVh 
(pu)muj 

gc = dimensional constant, e.g., 
32.174 ft-lb/Alb^-sec2) 

h = enthalpy, heat-transfer co
efficient 

h+ = dimensionless enthalpy, 1 + 

cp+dT + 

j = designation of arbitrary mesh 
point in the transverse 
direction 

k = thermal conductivity 
k + = dimensionless thermal con

ductivity, k/ko 
n = designation of arbitrary mesh 

point in the axial direction 
p — thermodynamic pressure 

p + = dimensionless thermody
namic pressure, p/po 

qw" = wall heat flux 
u = axial velocity 

u+ = dimensionless axial velocity, 
u/uo 

u<t = entering velocity at the mid-
plane 

u' = normalized axial velocity, 
M + / w » i + 

dimensionless mean (or bulk) 

velocity, — | u+dA i rA 

v = transverse velocity 
v+ — dimensionless transverse ve

locity, 4wPr0Re0Ato 
x = axial coordinate 

x+, Xo+ = dimensionless axial coordi
nate based on inlet condi
tions, .-r/DProReo 

x,„ + = dimensionless axial coordi
nate based on local condi
tions, x/DPrmRem 

y = transverse coordinate 
y+ = dimensionless transverse co

ordinate, y/y0 

?/o — the half-plate spacing, i.e., 
the distance from the mid-
plane to the wall 

Aj, Bj, coefficient vectors used in the 
= finite-difference equations; 

defined variously 
= hydraulic diameter, 4?/0 

= the Graetz number, l/x+ or 
iA-»+ 

= total number of transverse 
mesh points 

Mach number based on inlet 
conditions, 2ii0/3yf,gcRT 

local Nusselt number, 
hxD/k„, 

order of 

Bt 

D 
Gz, Gz0 

J 

M„ 

Nu 

O 
P 

Pro 

Pr„, -

pressure defect, (1 — p+)/ 
ToM„2 

Prandtl number based on 
inlet conditions, c^p.a/ko 

Prandtl number based on 
local conditions, cvm\x,Jkm 

Q+ = dimensionless heat flux, 
g,„"W(Wo) 

Reo = Reynolds number based on 
inlet conditions, 2iioDpo/ 
3/Xo 

Re,„ = Reynolds number based on 
local conditions, 2ttoDp„,/ 

T = absolute temperature 
'J1+ = dimensionless absolute tem

perature, T/To 
7" = normalized temperature, (7',„ 

- r)/(r„ - T,„) 
V = bulk (mean) velocity 

Vit — bulk velocity based on inlet 
conditions, 2tto/3 

y = ratio of specific heats 
Sx+ = dimensionless axial step 

length 
-i(/+ = dimensionless transverse step 

width 
jU = viscosity 
p = density 

T,„ = wall shear stress 

Subscripts 

cl = centerline 
cp = constant (fluid) property 
•m = mean or bulk value 
0 = entrance value 
x = local value 
w = evaluated at local wall conditions 
j = evaluated at the j t h transverse 

mesh point 

Superscripts 
+ , ' = denote dimensionless variables 

™ = evaluated at the nth axial mesh 
point 
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ties. The 1964 paper by Wang and Longwell [15] presented a 
solution to the momentum equations in the hydrodynamic 
entrance region between parallel plates. Their results, as well 
as the earlier results of Schlichting [16] indicated that the trans
verse-shear term was negligibly small if the Reynolds number, 
based upon the distance from the entrance, was greater than 
approximately 200. 

I t was also assumed that the axial-conduction term in the 
energy equation was negligible. This assumption was based 
on the solution to the energy equation obtained by Singh [17] 
and the approximate solution of Schneider [18], both for condi
tions for which the Peclet number was above 200. 

In the present analysis, the property variations were considered 
as small perturbing influences in a diabatic problem, with flow 
predominantly in the axial direction; consequently, an order-of-
magnitude analysis led to the usual boundary-layer equations. 
However, the effect of property variations upon the magnitudes 
of the neglected terms cannot be estimated a priori. Worsoe-
Schmidt and Leppert [9] were able to demonstrate that the 
boundary-layer approximations were indeed valid as long as the 
Peclet number, based upon distance from the entrance, was 
greater than 500. 

In summary, the governing differential equations were de
veloped by making the following approximations: 

1 The fluid flow and heat transfer are invariant in time; 
steady state is assumed to exist. 

2 The viscous shear associated with the transverse velocity is 
negligibly small. 

3 Heat transfer by conduction occurs in the transverse direc
tion only; axial conduction may be neglected. 

4 The flow is two-dimensional; there is no transverse velocity 
component parallel to the bounding plates. 

5 The flow velocity is low; the flow is in the laminar regime 
and viscous dissipation and compression work can be neglected. 

6 There are no free-convection effects; body-force terms can 
be neglected. 

The momentum equations developed on the basis of the above 
assumptions were combined to eliminate the terms involving the 
pressure gradient producing, as a result, a single equation con
taining only the velocity components, and implicitly the tempera
ture, as unknowns. (The technique of developing this combined-
momentum equation is detailed by Pai [19] in his discussion of 
the vorticity equation.) 

The resulting differential equations were still too unwieldy to 
be economically solved so an order-of-magnitude analysis was 
performed to remove those terms which could be shown to be an 
order of magnitude (or more) smaller than the remaining terms 
in the same equation. This analysis, described in detail by 
Swearingen [14], was based on the fact that the transverse ve
locity component appears in the governing equations as a small 
perturbing velocity as a consequence of the fluid-property 
variations. 

The results of this analysis produced the following governing 
differential equations: 

the continuity equation 

dp +u + 

+ 
bp+v + 

by + 

the combined-momentum equation 

by + 

, , bu+ . , bu +' 
pu ^ + pv bV\ 

32Pr„ d2 

3 by+2 

the energy equation 

. bh bh + 32 

3 by 

and the z-momentum equation 

p^b^ + p+v+bV+ y+ |_ by + 

(1) 

(2) 

(3) 

, , bu+ bu' 
+11+ -J- n+v+ 

+ p^U 
bpj 

bx' by' 9y0M0
2 bx + 

32Pr„ _d_ 

~by~' + 
bu^ 

by + 
(4) 

The gas was considered to be a perfect gas. Practical con
siderations led to the choice of power-law approximations to ex
press the property variations. The use of such approximations 
restricts the range of applicability of the results; however, the 
use of more-precise formulations or tabular data requires greatly 
increased computer facilities, both in terms of core storage and 
processing speed. Power-law property-variation approximations 
are in wide use and there are several other analyses [4, 7, 9, 11, 12] 
available for circular tubes to which the present work may be 
compared. The approximations used in this analysis were: 

cv+ = (T+)° where a = 0.0946 for air, a = 0.00 for helium 

k + = (T+)<> where b = 0.807 for air, b = 0.68 for helium 

H+ = (T+Y where c = 0.706 for air, c = 0.68 for helium 

The above approximations agree with the tabulated air data of 
Hilsenrath et al. [20] to within 2 percent over a temperature 
range from 300 deg R to 3000 deg R at atmospheric pressure. 

By substituting the above forms for the fluid properties into 
equations (2), (3), and (4), the following governing differential 
equations were obtained: 

the combined-momentum equation 

3 b3u + 

by+* ~ 32Pr„(T by+ bx+ 
+ p+u + 

bhi' 

bxby 

b2u + bp+v+ bu + 

+ — h P+v + 

by by+ by+1_ 

bu + 

by + 

c(c 

(T 

- 1) /bT+y j^_ 
d ? / + 2 _ 

the energy equation 

b2T+ _ 3 

by^ = 32(7/+) t-° 

and the x-momentum equation 

~b*u + 

bT+~ 

by*. 

2c 

T + 

b 
rp + 

bT + 

by^ 

/bT^ 

b'u 

by~+ 

) ' 

(5) 

(6) 

^ = 24Pv0yMo2(T+y 
bx + _dj/+2 

9YoM„2 

+ T+ by+ by + 

, . bu' 

bx~ 
+ p+v' 

bu' 
(7) 

These equations were solved using the initial conditions that 
adiabatic fully developed flow existed at the start of the heated 
section: 

at x+ = 0: T+ = 1 

7 + = 0 

M+ = 1 — (j/+)2, parabolic profile 

p+ = 1 

(8) 

The boundary conditions for these diffei'ential equations were 
as follows: 

1 The continuity equation (1) 

at y+ = 1, v+ = 0 (wall) 

2 The combined-momentum equation (5) 

at y + = 0, 

at j/+ = 1, 

bu + 

= 0 (center plane) 
by + 

M+ = 0 (wall) 

(9) 

(10) 
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Fig. I Mesh network used in the development of the finite-difference 
equations 

A third condition was obtained from the fact that the total mass 
flow rate was constant axially, 

2 f p+u+dy+ = 2 f (p+u+)x + = 0 dy + 
Jo J o 

(11) 

For the fully developed parabolic entering velocitj' profile, the 
right-hand side of equation (11) equals 2A-

3 The energy equation (6) 

5T + 
at 7/+ = 0, —— = 0 (center plane) 

d2/ + (12) 

at J / + = 1, Q+ = a constant (wall) 

Finite-Difference Approximations 
Implicit finite-difference equations were developed by using 

truncated Taylor's series to approximate the various derivatives. 
This method of developing finite-difference equations has several 
important advantages. Two of the more important ones are: 

1 This method will insure that the difference equation will 
reduce to the differential equation as the mesh size is reduced to 
zero, i.e., this method assures that the two equations are con
sistent, an important stability criterion, and 

2 Finite-difference equations of any desired degree of pre
cision may be obtained merely by including a sufficient number 
of terms in the approximating series, or, conversely, the precision 
of a particular approximation may be estimated from the trun
cated terms. 

A detailed discussion of this method and a fairly complete 
compilation of typical differencing schemes are available in 
Richtmyer's book [21]. 

The difference equations employ two points in the marching 
direction, x+, except for the continuity equation which requires 
three. Three nodal points are usually required in the transverse 
direction, y+; however, the third-order combined-momentum 
equation requires four. Fig. 1 shows the most general mesh 
network used in this analysis for the finite-difference equations. 
A subscript-superscript notation was used to describe the de
pendent variables; the subscript, j , denoting the transverse 

Start 
... t 

-»1Read Input 
t 

Compute I n i t i a l Values & 
Machine Control Constants 

Temperature Prof i le 
from Energy Equation 

Axial Velocity Profi le 
from Combined Momentum Equation 

Pressure and Density 
from X Momentum Equation 

& Perfect Gas Law 

I Mass Balance for Revised 
Axial Velocity Prof i le 

Compute Nusselt Number, Fr ict ion 
Factor, and Local Graetz Number 

Replace Profi les with 
Current New Values 

Compute New Machine Control Constants 
& Replace Profi les with New Values 

Fig. 2 Flow diagram for the computer program 

location, and the superscript, n, denoting the axial location. 
Thus, T+nj is the dimensionless fluid temperature at the point 
(n,j). The mesh sizes, Ay + and Ax+ were constant across the 
flow channel. Both Ay+ and A.T.+ were changed as the solution 
progressed downstream in order to reduce computing time. 

The finite-difference equations will be described in the same 
sequence they were solved (see Fig. 2). To accommodate the 
nonlinearities of the different equations it was necessary to 
iterate the solution sequence to obtain convergence. This 
iterative scheme is discussed in detail by Swearingen [14]. 

The Finite-Difference Energy Equation. The finite-difference ap
proximation to the energy equation and its solution were de
veloped using the general methods described by Richtmyer [21] 
for second-order parabolic differential equations. The finite-
difference equation was similar to the Crank-Nicolson scheme 
for approximating linear partial differential equations with the 
following essential difference: The coefficients were functions 
of the dimensionless temperature, T+" + I , due to the temperature-
dependence of the specific heat and thermal conductivity. 

The Finite-Difference Combined-Momentum Equation. The finite-
difference approximation to the third-order, combined-momentum 
equation was analogous to the Crank-Nicolson scheme. This 
third-order analog may be written (after Swearingen [14]): 

U+"+1
i+i - 3 l t + n + l j + 3M+»+1y-i - U+n+1j-2 + U+"i+i - 3u+nj + 3lt+"y_! - «+»,-. 

+ 0(A!r«) 
(13) 

2Ai /H 

Journal of Heat Transfer NOVEMBER 1 9 7 1 / 435 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



' o U + d / 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

n n 

— 

Q + = 5 
. A i r 

Paral le l 

V = 0 

Plates 

i i 

o, > 0.040 
- 0.001 

n on? 
U.UUb 

-

-

\ 

\ -

\ ' 
0.0 0.2 0.4 0.6 0. 

Fig. 3 Axial velocity profiles 

These third-order derivatives were available from the combined-
momentum equation (5) in terms of the lower-order derivatives. 
Subsequently, the lower-order derivatives were approximated 
by finite differences producing, as a final result, a finite-difference 
equation interrelating the values of the axial velocity at eight 
discrete locations within the interior of the flow field. 

= 0 + 0(Ax+2, Ay+) (14) 

The solution to this equation was obtained on a digital com
puter using a standard Gaussian reduction technique. 

The Finite-Difference x-Momentum Equation. The x-momentum 
equation was used in this analysis to compute the value of the 
fluid pressure across the flow channel as it decreased in the axial 
direction. Since the conditions of this analysis are essentially 
the usual boundary-layer assumptions, one expects the transverse 
pressure gradient to be several orders of magnitude smaller 
than the axial pressure gradient. Therefore, solution of the 
x-momentum equation across the stream served primarily as a 
check on the numerical computations. 

The Finite-Difference Continuity Equation. T h e t r a n s v e r s e ve loc i t y 
component was computed from the solution to the continuity 
equation in the form 

p^M"1 

Ay+ 

4A.-E"1 

3 p + « + " 

+ 0{Ax+\ Ay+i) (15) 

Since equation (15) is explicit in p + # + , the transverse velocity 
can be obtained directly; however, the coefficient A J / + / 4 A K + 

was greater than unity in this study. Consequently, any errors 
made in the calculation of the axial velocity resulted in even 
greater errors in the computed transverse velocity. One of the 
major operational problems of this study was to determine a 
technique of keeping these errors within acceptable bounds. 
The technique which was found to give the most rapid con
vergence was to solve equation (15) after the axial velocities were 
computed from the combined-momentum equation and after 
they had been multiplied by a constant to insure that the in
tegral-continuity equation (11) was satisfied. 

Parameters. The main heat-transfer and fluid-flow parameters 
in this analysis were the Nusselt number and the friction factor. 
Other parameters, such as the bulk velocity, the bulk tempera
ture, and the wall-to-bulk temperature ratio, were evaluated 
during the numerical solutions. 

The Nusselt number is defined as 

Nu = — 
km 

where km is the fluid thermal conductivity evaluated at the local 
bulk temperature. In terms of the dimensionless variables, the 
Nusselt number can be written as 

Nu = 
4Q"1 

W+n •̂  m /V m / 

(16) 

where Tm
+, the bulk temperature, is the dimensionless tempera

ture corresponding to the bulk enthalpj'. 
The friction factor, defined as 

rwgc f = -
72(PK)m(w„) 

was based on the velocity gradient at the wall. I t was evalu
ated in dimensionless form from the expression 

16 

/•Re„, (£)'( 
f p+u+dy J 

Jo Jo 

(17) 

u+dyA 

Numerical Results 
Once the numerical techniques had been developed to solve 

each of the above difference equations, a procedure for solving 
the combination of difference equations was obtained and the 
number of iterations reqviired at each axial step to give acceptable 
convergence was determined. For constant fluid properties, 
convergence requirements could be determined by studying the 
agreement of the present numerical results with the analytical 
predictions of McCuen, Kays, and Reynolds [2]. For the pres
ent nonlinear problem, no such analytical solutions exist, so 
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convergence was determined by comparing the fluid bulk en
thalpy computed by integrating the temperature profile across 
the flow channel with the bulk enthalpy computed from the 
wall heat flux. 

Fig. 2 shows the flow diagram of the digital computer program 
used to solve the set of difference equations. In starting the 
computer solutions, a fine mesh size was used to reduce trunca
tion errors in the entrance region. In this region, x+ < 0.001, 
the mesh sizes were Ax+ = 0.0001 and Ay+ = 0.0125. 

During preliminary tests, it was determined that the mesh 
size could be doubled at two downstream locations to give a con
siderable reduction in computer time and a reduction in the 
round-off error. These preliminary tests also showed tha t three 
iterations per axial step were sufficient for convergence. The 
numerical results reported here were obtained with an IBM 
360/50 computer. 

Air Flow 
A sequence of numerical solutions to the governing difference 

equations was obtained for the case of variable-property flow 
with constant wall heat flux. Figs. 3-5 show the dimensionless 
velocity and temperature profiles at several axial locations for 
two different heating rates, Q+ = 5 and Q+ = 20. The over
shoot appearing in the axial velocity profiles for Q+ = 20 is the 
consequence of the specific volume increase due to heating and 
not the effect of fluid buoyancy. The effect of gravity forces was 
neglected for the results reported here. These profiles show 
substantial agreement with the trends observed in the profiles 
predicted by Worsoe-Schmidt and Leppert [9] with circular 
tubes and comparable thermal and hydrodynamic boundary 
conditions. 

The effects of the fluid-property variation upon the heat-
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transfer and fluid-friction parameters are shown in Figs. 6-8. 
Fig. 6 shows the variation in the local Nusselt number as a func
tion of the local Graetz number and the heating rate. These 
results show a substantial increase in the local Nusselt numbers 
in the near-entrance region (i.e., for Graetz numbers greater 
than 100) when compared with the constant-fluid-properties 
solution, plotted as Q + = 0. For engineering purposes, these 
results may be correlated by 

Nu = NuCJJ + 0.024(Q+)o.3(Gz,„)»-'5 ± 4 percent (18) 

The quantity Nucp represents the constant-property Nusselt 
number evaluated at Gz,„. This correlation fits the numerical 
results to within ± 4 percent for a range of heat flux from Q+ = 
0.5 to Q+ = 50 and for local Graetz numbers ranging from Gz,„ = 
10 to Gz„ = 2000. 

The Nusselt numbers plotted in Fig. 6 are shown to approach 
the constant-property asymptote as the solution progresses 
downstream toward Gz„ = 10. These Nusselt numbers are 
above the constant-property prediction whereas for circular 
tubes an increase in the heating rate decreases the downstream 
Nusselt numbers [11]. The results reported here are consistent 

with the downstream analyses of Sze [22]. 
The selection of an axial-distance parameter based on local 

properties, Gz,„, rather than inlet properties, Gz0, leads to a 
slightly greater separation between the Nusselt numbers, calcu
lated for the different heating rates, than the use of Gz0. The 
selection was made so that the effects of property variation 
would be clearly shown. The correlation for design purposes is 
also simplified. 

The variations in the friction-factor-Reynolds-number product 
and the variation in the wall-to-bulk temperature ratio with 
respect to the local Graetz numbers are shown in Figs. 7 and 8. 
The strong similarity between the two results is consistent with 
both analytical and experimental results for flow through heated 
circular tubes [21, 7]. The numerical friction factors are cor
related to within 11 percent by 

/•Re,„ = mTJTJ (19) 

for Tm/Tm < 3.59. These friction-factor results are also con
sistent with the results reported by Worsoe-Schmidt [11] and 
equation (19) parallels his recommended correlation for flow 
inside circular tubes. 
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Gases Other Than Air 
Two additional numerical solutions were obtained with the 

constant-wall-heat-flux boundary condition for the case of pure 
forced convection and a parabolic entering-velocity profile. 
These results, shown in Fig. 9, are obtained for: 

1 Helium, where the property variation exponents selected 
were 

a = 0.0 

b = 0.68 

c = 0.68 

2 A fictitious, compressible, perfect gas with constant trans
port properties and specific heat. 

The Nusselt-number results for helium are similar to those 
obtained for air, falling about 5 percent below the corresponding 
values for air. For the second case the Nusselt-number results 
were 16 percent below the constant-property, incompressible 
solution. The trends of these comparisons indicate that the 
nature of the assumed transport-property variation is significant 
but that power-law gases having approximately the same ex
ponents follow the same trends. 
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An Analysis of Combined Free and Forced 
Convection Heat Transfer From a Horizontal 
Circular Cylinder to a Transverse Flow 
Combined free and forced convection heat transfer from a horizontal circular cylinder 
to a transverse flow is analysed for the case when the forced flow is either in the direction 
of the free convection flow {parallel flow) or in the direction opposite to it (counter flow). 
The problem is solved for two cases: (1) a specified surface temperature variation and 
(2) a specified wall heat flux variation along the circumference. A coordinate per
turbation method is used to transform the governing set of partial differential equations 
into a system of ordinary differential equations, which are solved by numerical methods. 
The numerical work is done for the boundary conditions of constant surface temperature 
and constant wall heat flux. The variation of local heat transfer coefficient and wall 
shear stress along the circumference up to the point of separation and velocity and tem
perature profiles in the boundary layer are obtained for varying values of the governing 
parameters G r / R e 2 in the constant temperature case (or G r / R e 2 in the constant heat 
flux case) and Pr. 

Introduction 

IN THIS paper, the problem of heat transfer by 
combined free and forced convection from a horizontal circular 
cylinder to a transverse flow is analysed. There are compara
tively few such studies in the field of combined free and forced 
convection heat transfer in external flows. References [1-7] ' 
list the analytical studies in combined convection from a vertical 
flat plate. The general practice followed is to use a method of 
parameter perturbation with the fundamental solution as that 
for either forced or free convection. The parameter of funda
mental importance in this case is found to be Grx/Kex

2. Acrivos 
[5] has approached the problem by an integral method, while 
Sparrow and Llo3'd [6], and Tsuruno and Nagai [7] have used a 
"local similarity" method. Mori [8] and Sparrow and Minko-
wycz [9] have considered the buoyancy effect on the flow over a 
horizontal flat plate. Here Gi^/fte,,.2'5 is found to be the govern
ing parameter. 

For body shapes other than a, flat plate, the important studies 
in combined convection are due to Sparrow et al. [10], Gunness 
and Gebhart [11], Hering and Grosh [12], and Acrivos [13]. 
Sparrow et al. [10] have analysed a non-isothermal wedge profile 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division February 2, 1971. Paper 
No. 71-HT-O. 

and obtained a condition for similarity to exist. They have 
neglected the effect of body forces in the direction perpendicular 
to the wedge surface and found Gr^/Re,.2 to be the important 
parameter. On the other hand, Gunness and Gebhart [11] 
have also considered the body forces in the direction perpendicular 
to the surface and shown that as a result, an additional parameter 
Gi^/Re,.2,6 is introduced. The )/ direction body forces are found 
to have only secondary effects on the x direction flow and they 
assume importance only when x direction body forces are com
pletely absent, in which case also their effect is (1 /VRe) times 
smaller than those due to x direction body forces in other 
cases. Hering and Grosh [12] have reported a theoretical 
analysis for a laminar combined convection flow over a rotating 
cone, while Acrivos [13] has presented an approximate method 
for combined convection from a general body shape. 

A few experimental results on combined convection heat trans
fer from a vertical flat plate [14], a sphere [15, 16], a horizontal 
circular cylinder in parallel [18] and cross flow [19] are available 
in the literature. With the exception of the vertical flat plate 
[14], in all cases overall heat transfer coefficients have been 
measured and the data correlated. 

The present study is for the case in which the forced flow across 
(he cylinder is either in the direction of the free convection flow 
or in the direction opposite to it. The problem is analysed as a 
laminar boundary layer flow with the surface temperature or 
wall heat flux having a specified variation along the circum
ference. The results of local shear stress, Nusselt number, and 
velocity and temperature profile are obtained along the circum
ference up to the point of separation. 
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10, 22, 23, 24]. However from the work of Gunness and Geb-
hart [11], it appears that the neglect of the above term in equa
tion (3) may not be appropriate in a small region near the stag
nation point where the y direction body force term is large com
pared to the x direction force and that small errors may result. 
The extent of the error will depend upon the value of Re, the 
higher the value, the smaller will be the error. The results 
presented herein may therefore be considered with this limitation 
in mind. 

The above equations are to be solved subject to the following 
boundary conditions: 

At the wall (y = 0), u ~ v = 0, and either the temperature or 
the gradient of temperature is specified. 

Away from the wall (y —*• co), u —*• U, T -*• Ta. 
Outside the boundary layer, it will be assumed that the po

tential flow distribution is valid. Thus 

U = 2U„ sin : 

and consequently 

1 dp 
- — — p dx 

4.UJ . x x 
—— sin — cos — 

R R R 

(•->) 

(6) 

Statement of the Problem 
Following Schliehting [20], the problem is analysed in orthog

onal curvilinear x-y coordinates, since curvature effects are of 
the order of (1 /VRe) and may be neglected (Fig. 1). We 
have to solve the coupled equations of continuity, momentum, 
and energy in which the boundary layer approximations have 
been introduced. Assuming that the flow is steady, two dimen
sional, and as usual, all properties with the exception of the 
density variation causing the buoyancy force are constant, we get 

du da 

dx dy 

du dv 
— H = 0 
d.r dy 

1 dp 
•- ^ + oP (T -
p dx 

x dhi 

rj sin - + v ~ 
R dy2 

^ = 0 
dy 

52' dT b*T 
u \- v — — a 

03 dy by1 

(1) 

(2) 

(3) 

(4) 

I t will be noted that in equation (3), the buoyancy force term 
gfi(T — Tm) cos (x/R) has been omitted. As a result, the 
analysis simplifies considerably. In doing so, we are following 
the practice of many previous investigators, e.g., references [5, 

Equation (6) can be assumed to be valid inside the boundary 
layer also, by virtue of equation (3). 

The use of the potential distribution can be subjected to 
criticism since it is well known from the case of forced convection 
around a cylinder that the use of the potential distribution results 
in an overestimate of both the heat transfer coefficient as well 
as the point of separation. I t has also been shown by Hiemenz 
[21] that by using a measured distribution, the point of separa
tion can be predicted very accurately. However, in a com
bined convection study, one is handicapped by the fact that there 
are no available measurements. Consequently there is no 
alternative but to use the potential flow distribution. 

Method of Solution 
A coordinate perturbation method is used to transform the 

partial differential equations into a system of ordinary differential 
equations. When the combined convection is assumed to be 
the free convection perturbing the pure forced convection flow, 
the basic transformations are those for a pure forced convection as 
used by Schliehting [20]. We consider this approach here. (The 
other appi'oach is indicated in Appendix 1.) Here x is measured 
from the direction of forced flow. We define first a new variable 

V = V 
2U^ 

vR 
(7) 

•Nomenclature-

D = diameter of -the cylinder 
ftifsifa • • • = functions of 77, defined by 

equation (10) 
g = acceleration due to grav-

ity 
Gr = Grashof number, g@(Tw 

_ - 77„)-D3A2 

Gr = modified Grashof number, 

h = local heat transfer coeffi
cient 

k = thermal conductivity of 
the fluid 

Nu = Nusselt number, hD/k 
p = pressure 

Pr = Prandtl number, v/a 
qv = wall heat flux 

R 
Re 

T 
u 
V 

C/co = 

v = 
x — 

y 

a 

radius of the cylinder 
Reynolds number, UaD/v 
temperature 
velocity in x direction 
velocity in x direction 

just outside the bound
ary layer 

free stream velocity 
velocity in y direction 
coordinate measured 

along surface from 
front stagnation point 

x/R 
coordinate normal to sur

face 
thermal diffusivity 
temperature coefficient of 

volume expansion 

* o , * 2 , * 4 • 

Subscripts 

ix = viscosity 
p = density 
v — kinematic viscosity 
d = angle measured from the 

front stagnation point 
11 = independent variable, de

fined by equation (7) 
. . = functions of f), defined by 

equation (11) 
TO = wall shear stress 
\p = stream function 

w = wall 
0 = stagnation point 
co = free stream 
x = characteristic dimension x 
0 = angle 0 
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Fig. 2 Variation of wal l shear stress along the circumference for Pr — 
0.7 (constant surface temperature) 

Fig. 3 Variation of wall shear stress along the circumference for Pr 
0.7 (constant wal l heat flux) 

The situations of specified surface temperature and specified 
wall heat flux are considered separately. 

Case I: Specified Surface Temperature. Let the surface tempera
ture be specified by the equation 

T„ - Ta x+°- x+i x+* 

where 01, at, 03, . . . are constants. 
Defining the stream function \p by 

and 
diA 

dx 

(S) 

(9) 

the continuity equation (1) is satisfied automatically. 
The stream function and the reduced temperature difference 

are expressed in power series of x+ as 

1 dp _ 4(7m3 

p dx R 

1 1 

2! 3! 

, 1 .1 1 
+ £+6 1 1 

\ 4 ! 2!3! ;,! 

(12) 

and 

ff/3(7' - 7'„) sin .r,+ = 
4UJ Or 

R SHe2 I T ¥ , - Xn 

2 ! :•)! 

+ x+i ( - H + — - . 
\ 4 ! 2!3! ")! 

(V.i) 

VWvvR x+f, U + ^rh 

and 

T - Ta 

T,r - 7' 

X X 

(10) 

(u) 

where all / ' s and $ 's are functions of r\. 
Alternate powers of x+ are absent in the above series since 

there is symmetry about .r+ = 0. Using the expansions of sin .T + 

and cos x"*~, we have 

Substituting equations (9) to (13) into equations (2) and (-1) 
and equating the coefficients of like powers of x+, we gel an in
finite number of pairs of coupled ordinary differential equal ion,-
which can be expressed in a general form. The »lh pair can be 
written as 

n 

E -4(2/v 4- l)A(2n - 2/C + 2)[/(2„_..A-.(1)' / , , * - „ ' 

• / (2„-=K.H)/( !K-I)"I = E --'(2/v + D.4(2« - 2A' 4- 2) 
A" = l 

Si te 2 
+ AC>„ + I ) / ( .„_,) '" (14) 
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£ [A(2K + l)A(2n - 2K + 1 ) . / W V $<2„_2/£) 
K-l 

- A(2n - 2/C + 2)4(27f ) / ( 2 K _ I ) $ ( 2 „ ^ ) ' J 

= - A ( 2 « ) $ ( 2 „ „ 2 ) " (15) 
Pr 

where the symbol A is defined by 4 ( 1 ) = 0, 4 ( 2 ) = I, and 
A(K) = l/(K-2)\iovK>2. 

In equations (14) and (15), all the primes represent differenti
ation with respect to r\. The first pair derived by substituting 
n = 1 in equations (14) and (15) is 

P r 

- /i<V = 
Pr 

0 6 ) 

(17) 

The transformed boundary conditions are: 
At the surf ace, r) = 0, / i = /3 = /5 = . . . = 0 

h' = / / = ./V = . . . = 0 

$ 0 = 1, $ 2 = - < J | , $ 4 = 02, . . . 

Away from the surface, as 

v-+ °>, h' =h' =U = • •. — i 

* o = * 2 = $< = . . . ->• 0 

1-2 

1-0 

0-8 

^ 0 - 6 

0-4 

Gr/Re2S=-4\ 

i 

-X 
, \ 

i 

Pr = 

^NP 

. 4 
\ 2 N 

\ 0 

I 
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\ -
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Fig. S Variation of N u t f / V 6 along the circumference for Pr = 0.7 
(constant wal l heat flux) 

It will be noted that the dimensionless parameters appearing 
in the above equations are Gr/Re 2 and Pr. For a parallel flow 
situation Gr/Re 2 has a positive sign, while for a counter flow, 
it has a negative sign, since the body force term of equation (2) 
reverses its sign. 

Case II: Specified Wall Heat Flux. Let the wall h e a t flux be 

specified by the equation 

1 
2! " ^ + 6! + (IS) 

where 6i, b2, bs, . . . are constants. 
In this case the transformations, differential equations (14) 

and (15), and boundary conditions remain the same as in the 
previous case with the following differences: 

1 The basic parameter (Gr/Re2) is replaced by (Gr/Re2-5) 
where Gr is a modified Grashof number defined as 

Gr = (gPqadD</2ki>') 

Equation (11) is replaced by 

T Ta 
q,wR 1 

= = * » 
k V R e 

'•> The new boundary conditions on CI> are: 

At r] = 0, $„ ' = — 1, $ 2 ' = +&i, $4' 

• ) 

( 1 9 ) 

(20) 

Thus the problem reduces to solving pairs of coupled ordinary 
differential equations successively one after the other, the solu
tion of the first pair being fed into the second and so on. To 
solve any pair numerically, we need the values of corresponding 
functions / , / ' , / " , $ , and $ ' at the starting point (?? = 0). In 
the present case, however, we have a two point boundary value 
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problem wherein two of the boundary conditions, viz., / " and 
$ ' ( $ for case I I ) are not known at the starting point for each 
pair of differential equations. Hence, it is necessary to guess 
these values at i) = 0 and proceed by a numerical method to the 
other boundary ij\ —* °°) where the numerical solution must 
merge into the given boundary conditions. To facilitate guess
ing of correct values, a procedure suggested by Ames [25] has 
been adopted. 

In order that the solution be sufficiently accurate, it is necessary 
to solve an adequate number of pairs of differential equations. 
I t is observed that the first eight pairs are sufficient for results 
up to an angle of 140 deg measured from the front stagnation 
point. For angles greater than 140 deg, slow convergence is ob
tained and it is seen that the boundary layers become rather 
thick. Consequently the validity of the differential equations 
themselves becomes questionable. Hence only the first eight 
pairs have been solved in each case and the results are presented 
only up to the angle of 140 deg. 

The combined convection parameter Gr/Re2 , which is the 
principal parameter of interest, is varied from 0 to 50 for the 
constant surface temperature case {a\ = ai = . . . = 0) in a 
parallel flow and from 0 to 15 in counter flow for air (Pr = 0.7). 
The effect of Pr as a parameter has been tested by varying Pr 
from 0.1 to 100 for (Gr/Re2) = 5 in paralle[flow. For the con
stant heat flux case (6t = 62 = . . . = 0), Gr/Re2-6, which is the 
principal parameter of interest, has been varied from 0 to 10 in 
parallel flow and 0 to 4 in counter flow for air (Pr = 0.7). 

Results and Discussion 
Wall Shear Stress and Heat Transfer in Combined Convection. T h e 

most important results are the variation of the Nusselt number 
and the wall shear stress along the circumference. These are 
shown in Figs. 2 to 6 for air (Pr = 0.7) for the constant surface 
temperature and constant wall heat flux cases. 

Fig. 7 Velocity and temperature profiles near the front stagnation point 
for Pr — 0.7 (constant surface temperature) 

I t can be shown that with a constant surface temperature, 

,,.+2 

Nufl -2 \ /Re $o'(0) - ^ - $2 ' (0) + ^ j * 4 ' ( 0 ) -

and that with a constant wall heat flux 

Niif, = 2 V R e / *o(0) - *— $2(0) 4- — $4(0) 
2! 4! 

The local wall shear stress in both the cases is given by 

re 
ipUJ 

VRe 

X ~*~6 X b 

xWQ) - ' - ^ " w + ^r /5"(0) 

I t can be seen from Figs. 2 to 5 that the local Nusselt number, 
wall shear stress, and angle of separation increase with increasing 
(Gr/Re2) or (Gr/Re2-6). As is to be expected, the results of 
the present investigation coincide with those for pure forced 
convection when (Gr/Re2) = 0. The results of shear stress 
coincide with those presented by Schlichting [20] (Fig. 2), while 
the results of the Nusselt number coincide with those obtained 
by using the universal functions given by Froessling [26] (Fig. 4). 
I t is also to be expected that the results of the present investiga
tion would merge into the known results of natural convection 
when (Gr/Re2) -*• co. This is seen to be the case. From Fig. 
6, it can be seen that for (Gr/Re2) = 00, the curve showing 
the variation of Nuj/Gr'A with 0 agrees closely with the natural 
convection results of Hermann [23]. From Figs. 4 and 5, it 
can be approximately stated that with a 10% criterion, buoyancy 
effects must be considered when (Gr/Re2) > 2 for the constant 
surface temperature case and when (Gr/Re2-6) > 1 for the con
stant wall heat flux case. 
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Fig. 8 Velocity and temperature profiles in the boundary layer for 
Pr = 0.7 and (Gr/Re2) = 10 (constant surface temperature) 

Velocity and Temperature Profiles. Fig. 7 shows the velocity and 
temperature profiles near the front stagnation point for the 
constant surface temperature case with Gr/Re 2 as a parameter, 
while Fig. 8 shows the velocity and temperature profiles for a 
fixed value of (Gr/Re2) = 10 for a constant surface temperature 
parallel flow case, with the angle 6 as a parameter. The velocity 
profile exhibits dual characteristics, as is to be expected in Com
bined convection. The velocity is zero at the wall and merges 
into the potential flow away from the wall, as happens in pure 
forced convection. In between it exhibits the characteristic of 
natural convection and passes through a maximum. The tem
perature profiles remain more or less unaffected. The velocity 
and temperature profiles are coupled in a combined convection 
situation, the strength of the coupling depending on the magni
tude of Gr/Re2 . For a parallel flow, the velocity profile shows 
a maximum, the magnitude of which increases with the increase 
of Gr/Re8 , while the distance at which it occurs decreases. In 
counter flow the velocity at any point in the boundary layer 
decreases with the increase of magnitude of Gr/Re2 . Fig. 8 
also shows that in a parallel flow constant surface temperature 
case, for a fixed value of Gr/Re2 , the magnitude of the maximum 
of velocity profile and its distance from the wall increase with 
angle 0. 

Further, it is observed that the velocity and thermal boundary 
layer thicknesses near the front stagnation point are not affected 
much by the value of Gr/Re2 . However, for a fixed value of 
Gr/Re2 , both boundary layers increase considerably in thickness 
along the circumference. 

All the above results have been presented for air (Pr = 0.7). 
The nature of the curves is similar for the constant heat flux case. 

Effect of Prandtl Number. Figs. 9 and 10 illustrate the effect of 
Prandtl number as a parameter in the combined convection re
gion for a parallel flow constant surface temperature case in which 
(Gr/Re2) = 5. The variation of Nuj along the circumference is 
shown in Fig. 9, while in Fig. 10 are shown the velocity and 

0 20 40 60 80 100 120 140 
9 DEGREES *-

Fig. 9 Variation of N u # / ^ / R e along the circumference for (Gr/Re2) = 
5 with Pr as a parameter (constant surface temperature) 

temperature profiles near the front stagnation point. From 
Fig. 9, it can be seen that the value of the local Nusselt number 
is very sensitive to Pr and that the angle of separation decreases 
with increasing Pr. The interdependence of the velocity and 
temperature profiles is clearly seen in Fig. 10. These results are 
presented for Pr = 0.1, 0.7, 1.0, 10, and 100. The maximum 
value of the velocity as well as the hydrodynamic and thermal 
boundary layer thicknesses are observed to increase with de
creasing Pr. 
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V n V, 

T 

^ = vGr^lx+fi _ — / , - ) - . . 

= $o 
Tv, - T, 

F o r a specified wall h e a t flux, 

^ = PGI^(X+)\ - ^ 7 / 3 + • • • ) 

r„) = ^ ( * . $., 4- ' — $4 
2! 4! 

H e r e i t is observed t h a t ( R e 2 / G r ) a n d ( R e 2 / G r 4 / 5 ) a re t h e 

govern ing p a r a m e t e r s in t h e re spec t ive cases. W i t h t h e above 

t r a n s f o r m a t i o n s t h e differential e q u a t i o n s (14) a n d (15) a n d 

the i r b o u n d a r y cond i t ions r e m a i n t h e same , excep t ing for t h e 

following differences: 

F o r t h e specified surface t e m p e r a t u r e case, 

(n.) T h e t e r m 1 + 8 l S * < 2 " - 2 / 0 in equa t ion (14) is rep laced 

R e 2 1 

(b) T h e b o u n d a r y condi t ions o n / a r e 

As 7 ? — » , / / = / / = ./V = . • R e / G r 1 / * 
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l'\)i- the specified wall heat flux case, 

(a) The term 1 +: 
Gr 

8Re ! $(2n-3K) in equation (14) is replaced 

by 
Re2 

.Gr .V. + - *(a»-: IK) 

(b) The boundary conditions o n / are: 

As /-' = U = U = • Re/Gr2 ' 

Results by this approach have been obtained for various 
values of (Re2/Gr) and (Re2/Gr4/5) and found to agree very well 
with the results by the other approach. For high values of 
(Gr/Re2), it is numerically advantageous to approach the prob
lem from this end. Also the solution for pure free convection 
can be obtained by putting (Re2/Gr) = 0, which is not possible 
with the other approach as it is not practicable to pu t (Gr/Re2) 
= co in numerical work. The curve in Fig. 6 corresponding to 
(Gr/Re2) = °° has been obtained by putting (Re2/Gr) = 0 with 
this approach. 
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Analytical Solution to Steady-State 
Heat-Conduction Problems With 
Irregularly Shaped Boundaries 
A method of obtaining an analytical solution to two-dimensional steady-state heat-
conduction problems with irregularly shaped boundaries is presented. The technique 
of obtaining the coefficients to the series solution via a direct least-squares approach is 
compared to the "point-matching" scheme. The two methods were applied to problems 
with known solutions involving the three heat-transfer boundary conditions, temperature, 
heat flux, and convection coefficient specified. Increased accuracy with substantially 
fewer terms in the series solution was obtained via the least-squares technique. 

Introduction 

3 HE TASK of obtaining analytic solutions to engineer
ing problems wherein the system geometry does not lend itself to 
any one particular coordinate system has been studied by various 
investigators. One technique presented by Dicker and Fried
man [ l ] 1 involves the transformation of the irregularly shaped 
boundary into a rectangle. This method is applicable to tran
sient problems. A second approach which has been applied pre
dominantly to steady-state problems by many investigators in 
various engineering disciplines is referred to in general as the 
"point-matching" technique. For example, Sparrow [2, 3] used 
this approach to solve for the temperature distribution governed 
by Laplace's equation inside an irregularly shaped system. 
Koob and Abbott [4] applied this method to the boundary-layer 
equations, and Conway [o] applied it to Poisson's equation 
governing the deflection of clamped plates and the torsion of 
prismatic bars. The procedure in these cases was to set up a 
polar coordinate system and to assume the solution 

T £ An^ (1) 
= 0 

where Xn are functions satisfying the particular governing equa
tion. In the case of Laplace's equation, Xn are harmonic func
tions. For a solution interior to a closed boundary 

A*„ = r" cos (nd), r" sin (nd) (2) 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OP HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division November 24, 1970. Paper 
No. 71-HT-P. 

and for a solution exterior to a closed boundary 

Xn = In r, 1-" cos (nd), r~n sin (nd) (3) 

Various techniques have been proposed to evaluate the coefficients 
An. In the abovementioned cases, the coefficients were deter
mined by evaluation of the solution, equation (1), at N + 1 
points on the boundary of the system. 

This technique was summarized by Ojalvo and Linzer [6] with 
suggestions for improving the accuracy of the results and will be 
referred to as the "point-matching" method of solution. The 
major problem encountered with this approach is the fact that the 
number of terms, N + 1, in the series solution must be exactly 
equal to the number of boundary points at which the solution is 
evaluated. In the case of very irregularly shaped boundaries 
where many boundary points are necessary to obtain an accurate 
solution, the number of terms in the solution may become exces
sively large. Dally and Erisman [7] evaluated the coefficients 
An to the solution of Dirichlet's problem by applying the method 
of least squares to discrete points on the boundary. The least-
squares technique allowed the number of terms in the series solu
tion, equation (1), to be independent of the number of boundary 
points used. 

Sparrow and Haji-Sheikh [8, 9] obtained solutions to Laplace's 
equation in cartesian coordinates using X„ = Re (x + iy)", 
n = 0, 1, 2 . . . . The coefficients An were determined by the 
method of orthonormal expansion, essentially a least-squares 
technique. This method of determining the unknown coef
ficients of the series solution necessitated the use of library com
puter codes to obtain a set of orthogonal functions from Ar„; the 
number of boundary points was still a parameter in the solution. 

I t is the purpose of this investigation to prescribe an alternate 
general method of obtaining the coefficients An to the analytic 
solution for the temperature distribution governed by Laplace's 
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L=2W 

(A) COORDINATE SYSTEM FOR 
LEAST SQUARE SOLUTIONS 

Fig. 1 General boundary diagram 

equation in a medium possessing an irregular boundary. (The 
solution to Poisson's equation may be obtained in a similar 
manner.) This analysis utilizes the method of least squares 
directly and has the following advantages: 

1 Sophisticated computer codes are not needed as in the case 
of the orthonormal expansion technique. 

2 For a large class of irregular boundaries, the procedure of 
using a finite number of discrete boundary values may be re
placed by an integral along the boundary thus eliminating the 
number of boundary points as a parameter in obtaining a solution. 

A general form for solving problems with temperature, heat 
flux, and convection specified on various portions of the boundary 
is described. The solution is obtained in cylindrical coordinates, 
and the results applied to a sample problem are compared to the 
point match and exact solutions for various numbers of terms 
(N -f- 1) in the series solution. 

Theory 
Point Matching. Let lk be given temperatures on the boundary 

at points k. Then 

N 

n = 0 

0, 1, . . ., N (4) 

Thus, the N + 1 coefficients, A„, are found by the solution of 
N + 1 equations given by (4). Flux, temperature, and convec-
tive boundary conditions, and all three together in the same 
problem, can easily be accommodated since an appropriate equa
tion may be written for each separate boundary point. 

Least Squares. For the case of ti boundary temperatures, the 
least-squares solution is: 

M 

dA E ' * i=i 

N 

n = 0 

0 0, 1, . . ., N (5) 

Note that M does not necessarily equal iV + 1. Now for a 
boundary that can be specified in polar coordinates as a function 
of r and 6, and t specified continuously along the boundary, rela
tion (5) becomes 

i>Ak 

t - E AnXJ ds = 0 k = 0, 1, 2, . . ., N (6) 

This type of boundary situation occurs frequently and equations 

o BOUNDARY POINTS 

(B) GEOMETRY FOR POINT 

MATCH SOLUTION 

Fig. 2 System geometries 

(6) are simply the limiting case of relations (5) as the number of 
boundary points, and thus the index I, approach infinity. The 
number of terms (N + 1) in the solution is arbitrary. The use 
of the integral least^squares formulation, equation (6), requires 
further explanation as to the accommodation of temperature, 
flux, and convective boundary conditions along a single closed 
boundary. 

The heat flux normal to a surface S, Fig. 1, is 

1 
K = vr-N 

where fy is the outward normal. After some manipulation this 
expression becomes 

9 
K dr *) + r ~Sff 

cos (d — ip) (7) 

in the second quadrant as depicted in Fig. 1. T is given by equa
tion (1), and \p is the tangent angle, 0 < \p < ir. In the case of 
prescribed heat flux Q at the boundary, the least-squares formula
tion is 

K - ? > * 0 A; = 0, 1, 2, . . ., N (8) 

where the appropriate length r, has been used such that the units 
of the quantity in brackets in equations (8) are temperature. 
This feature allows the use of more than one type of boundary 
condition in a given problem. 

"Nomenclature" 

C = HW/K, dimensionless 
H j= heat-transfer coefficient, Btu/hr-

f t2-deg F 
h = H/K, f t"1 

K — thermal conductivity, Btu/ft-hr-
d e g F 

T, t = 

length of rectangle, ft 
heat flux, Btu/ft2-hr 
radial coordinate, ft 
surface coordinate, ft 
dimensionless temperature 

W = width of rectangle, ft 

x, y = cartesian coordinates, ft 
6 = angular coordinate, rad 

Subscripts 

s = referring to the boundary surface 
co = referring to a fluid 
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Fig. 3 Comparison of solutions for temperature boundary conditions 

III the Case of a convective boundary condition to a fluid ttt too, 
the appropriate equations are 

k = 0, 1, 2, ... , N (9) 

where q is found from equation (7) and l' from equation (1). 

Application 
Comparison of Solution Methods. As an example of the applica

tion of relations (6), (8), and (9) and their use together, solutions 
were obtained by the least-squares method for the temperature 
distribution in the rectangle shown in Fig. 2(A). A closed-form 
solution to this problem with various boundary eonditions is ob
tainable in cartesian coordinates. However, for demonstration 
purposes the solution is sought in polar coordinates, i.e., equation 
(1), since this formulation would bc used if the system geometry 
were irregular, trapezoid <ll for example. For purposes of eom
pari50n, a solution to the problem with boundary conditions as 
given in Fig. 2(B) was found by the methods of least squares and 
point matching. The temperatllre distribution used in connec
tion with both methods is given by equation (1) with Xn given 
by (2). The coordinate system was placed on the insulated por
tion of the boundary, and thus from the condition that q = 0 at 
e = mr, equation (1) become;; 

Journal of H eat Transfer 

N 
1'~" L II ,r' cos (nO) lilil 

/I :-~ 0 

The iW;lIlllted bOlllulnry condition is thus satisli()(l identic,dly, and 
it, rem~1ins to obtnin the coeflic:ic!l(.~ A" by uHcof the speeified telll
peratlll'es Oll nte remainder of t.he boulldary. This prDblem, 
thell, is redll('ed tD the Lype where Lhe boundary eOlHlitiolls are nIl 
in (.(H'lllS of spo(,iliell telllperal.lII'es, lllHI t.he least.-sIJuares formul,\
t iOll l'olTes]Jollds to eIJuations (li). Performing lIlt' npproprint (' 
diff(,rellti:ltioll ~'iclds 

I om [ N l (1 - 2 (fill c!» - L A"X". (-Xk)dc!> 
o n-O 

and after WHile rearmngiug one obtains 

l'i 

L [A"G(k, n)] = B(Ie) 
11=0 

where 

0, I, 2, ... , .\' 

G(k, n) [1 + (-1)"+k] L"+k 19", F,(c!>, n, k)dc!> 

(II I 

+ HTnH (,,-Om F,,(c!>, n, k)dc!> (12) 
J 0", 

()'" 
B(Ie) = U Jo F,(c!>, k)dc!> 

jl\(c!>, n, k) 

P,,(c!>, n, k) 

cos (nc!» cos (kc!»/(cos c!»n+k 

cos (nc!» cos (kc!»/(sin c!»n+" 

F,(c!>, k) = cos (kc!»(l - 2 tan c!»/cos c!»" 

In t.his cflse L was chosen as O.:j and 0", = tan- I (lV/L). Thl' 
solution to equations (11) was obtained by first choosing the 
number of terms, N + 1, in the series solution, then determining 
the symmet.ric eoefficient matrix, G(k, n), subsequent to the 
numerie evahlfltion of the integrals of functions F I , F" and F" b~' 
means of a lO-point Gauss quadrature formula. The coef
fieients A" were found [rom the solution of N + 1 linear equa
tions by the method of triangularization of matrix G(k, n). 

These computations were performed for various values of N on a 
CDC 3600 digital eomputer. A second solution was then ob
tained to the same problem by the point-matching method. 
The geometric arrangement of boundflry points for evaluation of 
the eoeffieients A" is depicted in Fig. 2(B). The formulation for 
this method is given by equations (4) where the harmonic func
tions X n are the same as used in the least-squares solll tion to t lIP 
problem. 

The results of the two solutions as well as (be exacL solution 
are presented ill Fig. 3. The point-matching solution with j,e.., 

terms in the series for the case of equally spaced pain ts, D Y = D X, 
did not yield as aceurate a solution as did the least-squares method 
with 10 terms in the series. In fact, the point-matehing solution is 
not as accurate as shown in Fig. 3 at all vfll\les of X. The point
matehing solutions compared in Fig. 4 were obtflined for l 'N() 

different point placements, N = 12 in both cases. The resull' 
at X = L indicflte that the solution for equal spacing, DX = D i'. 
is somewhat more pJ'eeise than the results for the situation 
wherein DX = 2DY. Both solutions are ident.icfllly eqlla.1 t" 
zero at Y = 0.25 because of the presence of a houndary poin t 
there in both cases. However, the results at. X = 1.:')L reveal 
that the solution for DX = 2DY varies significantly from the 
exact solution near Y = 0.25 while the solution for the case of 
DX = DY is still equal to zero at Y = 0.25. This change ill he· 
havior of the solution for DX = 2DY is due to I,he faet Umt there 
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Fig. 5 Solution for temperature and flux boundary conditions 

Table 1 

N 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

0.03499 
0.2219 
0.6990 
1.377 
2.047 
4.401 
6.470 

- 5 . 4 7 7 
-11.89 
31.42 
52.67 

0 
0 
0 
1 

03676 
2319 
7277 
542' 

2.451 
3 
3 
7 
7 

— 1 > 
10 
96 

104 

138 
963 
197 
908 
082 
17 
04 
1 

Coefficients An for temperature distribution in a rectangle 

Boundary Condition 
b c d 

0 
0.2191 
0.6811 
1.427 
2.445 
2.877 
0.4754 

-0.6482 
11.13 
8.348 

-35.38 
-55.10 

0.03582 
0.2260 
0.7084 
1.496 
2.371 
3.110 
3.611 
4.143 
5.886 

12.47 
17.42 

- 6 . 4 1 3 
44.69 

404.8 
356.3 

1051. 
- 5 1 8 . 5 
4179. 
4641. 

0.03228 
0.1776 
0.6963 
3.038 
1.565 

- 3 1 . 7 0 
- 5 . 9 1 8 
281.9 
184. G 

- 9 4 0 . 5 
- 8 0 6 . 7 
1345. 
1449. 

L = 1.0, W = 0.25, C = 10.0 

a = temperature specified, least-squares solution, Fig. 3. 
b = temperature specified, point-matching solution, DX — DY, Fig. 3. 
c = temperature specified, point-matching solution, DX — 2DY, Fig. 4. 
d = temperature and flux specified, least-squares olution, Fig. 5. 
e = temperature and convection specified, least-squares solution, Fig. 6. 

0.07206 
0.4146 
1.188 
2.147 
2.187 
2.971 
8.290 

-0 .5441 
40.90 
51.37 
-5 .679 

0.07438 
0.4004 
1.322 
2.855 
2.752 
0.08904 

452 / N O V E M B E R 1 9 / 1 Transactions of the AS ME 

Downloaded 01 Jan 2011 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



was no boundary point a t X = 1.5L, Y = W. There was a 
boundary point a t X = 1.5L, Y = W for the case of DX = B F . 
These comparisons indicate that the accuracy of the solution 
based on the point^matching method changes significantly a t 
various spatial locations depending on the relative proximity of 
the boundary points. 

I t is of interest to note that the addition of more terms to the 
least-squares solution presented in Fig. 3 did not improve its 
accuracy. A similar situation was found to exist for the point-
matching solution at a larger limiting value of iV. These obser
vations are indicative of the inherent accuracy of the computa
tional technique. 

Flux Boundary Condition. In order to demonstrate the use of a 
flux and temperature boundary condition in the same problem a 
solution was sought to the example discussed above with the 
coordinate system centered on a zero-temperature section of the 
boundary, Fig. 5. The assumed solution in this case is 

T = J2 Anr" sin (nd) 

and the resulting equations are 

£ [AnG(k, n)] = B(k) 
« = 1 

1, 2, . . ., P 

(14) 

(15) 

where 

G(k,n) = [1 + ( - ! ) » 

B(k) = Lk 

re„, 

Jo 

/ ' 
JO 

F,(<l>, k)d<(> 

F,(4>, n, k) = sin (n(j>) sin (k<j>)/(cos (j))n+k 

Fi(4>, n, k) = cos (n(j> — <f>) cos (k<j> — </>)/(sin 4>)n+k 

F6((j>, fc) = 2 sin (k<f>) tan <£/(cos <$>)k 

The solution is presented in Fig. 5 for P = 11 which corresponds 
to N = 10 in the temperature boundary problem, the results of 
which are given in Fig. 3. The two solutions to the problem, one 
employing temperature boundary conditions and the other mixed 
temperature and flux boundary conditions, are in equally good 
agreement with the exact solution. 

Conveclive Boundary Condition. As a final example the tempera
ture distribution was found in the rectangle where convection to 
a medium at temperature £„ takes place at one section of the 
boundary, Fig. 6. The assumed solution is given b}r equation 
(10), and the resulting equations by relations (11), where 

J" 
Jo 

G(k,n) = [1 + (-1)»+*]L»+* Fi(<£, n, k)d<j> 
Jo 

+ T-F''+* | ¥-,($, n, k)d4 (17) 
9m 

B(k) = Lk I Fs(<t>, k)dcj> T 
Jo 

Fi{4>, n, k) = [cos (n0) — n sin <f> sin (n<f> — <f>)/(hW)\ 

X [cos (k<t>) - k sin (f> sin (k<j> - <£)/(/!IF)]/(sin 4>)"+k 

Fs(4>, k) = cos (k<f>)/(cos 4>f 

and Fi(<t>, n, k) is given by relation (13). The solutions are pre
sented in Fig. 6 for N = 10 and N = 5. For X greater than 10 
the solution did not improve any further. The coefficients An 

for all of the sample solutions are given in Table 1. 

0 . 3 5 

0 . 3 0 

0 . 2 5 

0 . 2 0 

4($, n, k)d4> 

nkW"+k | F2(<t>, n, k)d<j> (16) 0 . 0 5 

Fig. 6 Solution for temperature and convective boundary conditions 

Conclusions 
From the presentation of the three sample solutions, the useful

ness of the least-squares technique for evaluation of the coeffi
cients in the assumed series solution was confirmed. The ac
curacy of the solutions was excellent for cases employing the 
three types of boundary conditions. Further, the least-squares 
technique was shown to be superior to the point-matching scheme 
in that fewer terms were required to obtain an accurate solution 
using the least-squares technique, and the accuracy of the least-
squares solution was not dependent upon spatial location in the 
manner of the point-matching solution. Finally, there was no 
boundary-point parameter associated with the results of the 
integral formulation of the least-squares technique. 
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Superheat Layer Thickness measurements 
in Saturated and Subcooled Nucleate Boiling 
An experimental study of temperature profiles in water boiling on a horizontal copper 
surface is reported for incipient boiling conditions and for 20,000, 50,000, and 100,000 
Btu/hr - f t 2 heal flux at various levels of subcooling ranging from 0 to 105 deg F . The 
extrapolated superheat layer thickness results for the incipient boiling conditions lend 
support to Hsu's mathematical model for bubble nucleation. Increasing heat flux and 
decreasing subcooling were observed to result in a decreasing extrapolated superheat 
layer thickness. Analysis of som.e additional results for Freon-113 boiling on a glass 
surface indicated that the thickness of the extrapolated superheat layer was governed by 
the bubble flux density which was influenced by both heat flux and subcooling. 

introduction 

ST HAS long been recognized that one of the most 
important parameters in nucleate boiling is the microstructure 
of the heating surface, characterized by the size, space, and shape 
distribution of pits and scratches that constitute nucleation 
sites. Because of the smallness of these sites and a general 
lack of understanding as to what constitutes a site, it has been 
difficult to effectively describe the microstructure in order to 
incorporate surface condition in relationships of surface super
heat and heat flux. 

The microstructure of the surface and the energy content of 
the liquid adjacent to the surface influence but do not uniquely 
determine the number of bubbles generated per unit area per 
unit time. At any given heat flux, natural convection and 
nucleate boiling must combine to transfer the entire heat load. 
The bubble flux density required to accommodate the nucleate 
boiling portion is determined by the ability of the bubbles to 
promote the transfer of heat either by convection currents in
duced in the liquid by the growth and departure or collapse of 
the bubbles or by mass transfer through the bubbles resulting 
from evaporation at the base of the bubble and condensation at 
the vapor-liquid interface, subject to constraints imposed by the 
availability of active nucleation sites. The interdependence 
of natural convection and nucleate boiling has been demon
strated qualitatively in reference [ l ] . 2 

1 Formerly graduate student, Department of Mechanical Engi
neering, McMarter University, Hamilton, Ontario, Canada. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 15-
18, 1971. Manuscript received by the Heat Transfer Division No
vember 4, 1970. Paper No. 71-HT-43. 

I t is interesting to speculate on the relationship between the 
thickness of the superheat layer adjacent to the heating surface 
and the bubble flux density. Agitation within the superheat 
layer induced by the growth and departure or collapse of the 
bubbles most likely determines the superheat layer thickness so 
that a positive correlation between superheat layer thickness and 
bubble flux density is to be expected. As has already been ex
plained, bubble flux density is to a large extent dependent on the 
microstructure of the heating surface and the energy content of 
the liquid adjacent to the heating surface which is related to the 
temperature profile in the superheated layer, so that micro-
structure, superheat layer thickness, and bubble flux density 
must also be interrelated in some complicated manner. Hsu 
[2] related microstructure and superheat layer thickness by 
formulating a mathematical model to predict bubble nucleation 
in a nonuniform temperature field. The model was capable of 
predicting the maximum and minimum sizes of potentially active 
nucleation cavities but failed to predict active nucleation site 
density because knowledge of cavity size distribution was lacking. 
The results of the present investigation will provide additional 
support for this mathematical model in addition to presenting 
new data pertaining to the distribution of temperature adjacent 
to a heating surface for both saturated and subcooled boiling which 
will enable the interrelationship between superheat layer thick
ness and bubble flux density to be i: vestigated. 

Literature Survey 
In 1965, Marcus and Dropkin [3] carried out an extensive 

investigation of the thermal boundary layer above a nickel-
plated copper surface in saturated nucleate pool boiling water 
which indicated that the value of the thermal boundary layer 
thickness decreased with increasing heat flux. Furthermore, 
Marcus and Dropkin demonstrated a functional dependence 
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between the extrapolated superheat layer thickness and the 
heat transfer coefficient. 

In 1968, Lippert and Dougall [4] undertook an investigation 
similar to that of Marcus and Dropkin in which temperature 
profiles were measured in the thermal boundary layer for Freon-
113, methyl alcohol, and water boiling on a copper heating sur
face. Lippert and Dougall reproduced Marcus and Dropkin's 
results for water. All tests were done with the bulk liquid at or 
near the saturation temperature. 

In 1968, Bobst and Colver [5] reported temperature measure
ments in the thermal boundary layer for saturated pool boiling 
water which substantiated the previous work of Marcus and 
Dropkin and Lippert and Dougall. In addition, the authors 
extended the correlation of heat transfer coefficient with ex
trapolated superheat layer thickness. 

Recent work in the measurement of thermal boundary layers 
was performed by Judd [6] in which Freon-113 was boiled on a 
glass plate coated with an electrically conducting oxide. Heat 
flux, subcooling, and acceleration were varied so as to show the 
individual effects of these parameters. In accordance with 
previous investigations, Judd found that the thermal boundary 
layer decreased with increasing heat flux. Furthermore, the 
superheated boundary layer was found to decrease with accelera
tion and increase with subcooling. This investigation was 
accompanied by measurements of active site density and fre
quency of bubble emission which will be utilized later in this 
paper. 

Experimental Apparatus 
A sectional view of the complete boiler assembly is presented 

in Fig. 1. The vessel and cover plate were fabricated from stain
less steel. The heater consisted of a copper cylinder reduced to 
a diameter of 2 in. at the boiling surface with cartridge heaters 
installed in the base. A stainless steel skirt was furnace-welded 
flush with the top of the copper heater block to provide a con
tinuous extension of the boiling surface. 

The boiling surface was finished after the skirt was welded in 
place. Initially a fine slow-speed lathe cut was taken across 
the surface. In final finishing, number 400 "Diamond Grit" 
paper was first applied to the surface followed by number 600 
"Diamond Grit" paper. The rms roughness of the surface was 
measured at approximately 5 juin. 

The present investigation required that the subcooling in the 
bulk liquid be variable. A single-pass heat exchanger com
prised of eight stainless steel tubes in parallel was located 1 in. 
above the skirt to provide the bulk subcooling. A vapor con
denser comprised of a single stainless steel tube was positioned 
1 in. below the cover plate. 

Chromel-constantan thermocouples were used in the present 
investigation. Six thermocouples were installed in the neck of 
the copper block at various axial and radial positions. Two 
stainless steel sheathed ceramic-insulated thermocouples mea
sured the bulk temperature 2 in. above the heating surface. 

The techniques of Gelb, Marcus, and Dropkin [7] were applied 
to the design and construction of the thermocouple probe. In 
the manufacture of the thermocouple itself, bare chromel and 
constantan wires 0.001 in. in diameter were joined by discharge 
welding. Experience showed that with care the diameter of the 
thermocouple bead could be held below 0.003 in. The thermo
couple support was constructed of two fine glass capillary tubes 
mounted in a micarta block. The capillary tubes were slightly 
sprung inward and while in this condition, the thermocouple was 
fixed by epoxy applied to the upper end of the capillary tubes. 

I t was found that deposits which had formed on the copper 
heating surface prevented the thermocouple head from making 
electrical contact. A needle was mounted oil the probe holder 
which could penetrate the thin deposits, thus enabling the probe 
position to be determined with respect to the surface. 

Experimental Procedure 
The investigation was subdivided into two series of tests: 

one in which the incipience of boiling was determined for five 
different levels of subcooling, the other in which the influence of 
subcooling was explored at three different levels of heat flux. 
The heat flux levels were selected to explore the three boiling 
regimes identified by Gaertner [8]: the discrete bubble regime 
(20,000 Btu/hr-ft2), the bubble transition regime (50,000 Btu/hr-
ft2), and the vapor mushroom regime (100,000 Btu/hr-ft2). 

At the beginning of each test, a heat flux of 100,000 Btu/hr-
ft2 was established to insure that the nucleation sites were prop
erly activated. Saturated boiling at this heat flux was allowed 

-Nomenclature-

A. = parameter 2<r7's„t/p„\ 
Ci = constant 2 
C3 = constant 1.6 
/ = frequency of bubble emission 

Gr = Grashof number 
h = heat transfer coefficient 
h = thermal conductivity of liquid 

N/A = active site densit3r 

Nu = Nusselt number 
Pr = Prandtl number 

Q/A = heat flux 

rc = radius of cavity mouth 
T = temperature 

Tsat = saturation temperature 
Tw — surface temperature 
T„ = bulk temperature 

(dT/dZ)z,0 = temperature gradient at 
surface 

Z = displacement from surface 
8 = extrapolated superheat layer 

thickness 

6 = temperature difference (T — 7'„) 

8sat = temperature difference (Ts„t — 
TJ 

8W = temperature difference (Tw — 
TJ 

8wo — temperature difference (T„ — 
Tm) at incipience 

X = latent heat of vaporization 
£ = thermal boundary layer thick

ness 
p„ = density of vapor 
a = surface tension of liquid with 

respect to vapor 
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Fig. 2 Heat flux-superheat characteristics 

to continue for 20 min after which the heat flux was reduced to 
the level desired for the test. For the tests of the incipience of 
boiling, heat flux was decreased until boiling had ceased. The 
appearance of the first bubble was sought over a period of time as 
long as 48 hr while the heat flux was increased incrementally. 
Then the heat flux and subcooling were noted and a complete 
traverse was performed. All thermocouples were read on a pre
cision potentiometer immediately before and after the traverse 
to provide a check on the temperature stability. The probe was 
lowered from its maximum height in increments of one turn of 
the lead screw shaft until the probe reached a level of approxi
mately 0.015 in. above the boiling surface where the increments 
were decreased to half or quarter turns depending on the severity 
of the temperature gradient in the liquid. At each probe posi
tion the temperature fluctuations were recorded on a recording 
potentiometer for approximately 1 min. For the tests in which 
probe traverses at different levels of subcooling were required, the 
first traverse was taken with the water boiling under saturated 
conditions. Following this, the maximum subcooling condition 
was established after which two intermediate subcooling condi
tions were established. The test was ended by allowing the 
system to regain the saturated boiling condition. 

The frequency and amplitude of the probe thermocouple signal 
made it difficult to determine a mean value for a given probe 
setting. A planimeter was used to determine the area under a 
representative length of trace so that an average value could be 
calculated. In general, a planimeter traverse was taken twice 
over a given area to assure reproducibility. 

Experimental Results 
Fig. 2 shows a plot of heat flux Q/A as a function of surface 

superheat (Tw — Tsat) for saturated nucleate boiling and com
pares the results of the present investigation with those of Marcus 
and Dropkin [3], Lippert and Dougall [4], and Bobst and Colver 
[5] who have reported measurements of superheat layer thick
ness for saturated boiling water. The two data points for each 
heat flux were taken at the beginning and conclusion of each test 
in which subcooling had been varied. The two data points are 
nearly coincident, which is indicative that the boiling conditions 
had not been changed appreciably by a sequence of changes in 
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Fig. 3 Variation of wal l superheat with bulk subcooling 

subcooling. One striking feature of this plot is that the results 
for all four investigations of water boiling on a copper surface 
are nearly coincident; more will be made of this observation later 
on. 

Fig. 3 is a plot of wall superheat (Tw — T,a%) as a function of 
bulk liquid subcooling ( r s a t — Tm) at constant heat flux Q/A 
in which the results of Merte and Clark [9] for water boiling on 
a chromium-plated copper surface and Rallis, Greenland, and 
Kok [10] for water boiling on a horizontal nickel wire are shown 
for comparison. Observe the initial increase in superheat and 
the asymptotic approach to the natural convection condition 
expressed by the relationship 

Nu = 0.16(Gr Pr) 1 / J (1) 

which under constant heat flux conditions yields the family 
of straight lines 

{Tw - Tsa t) + ( r s a t - T„) = constant (2) 

Although it would appear as if the curve for Q/A = 20,000 
Btu/hr-ft8 had nearly attained the natural convection condi
tion, observation of the phenomenon at (Tsnt — Ta) = 52 deg F 
indicated that boiling had not been completely suppressed. The 
curves in Fig. 3 demonstrate why it has often been claimed that 
nucleate boiling is insensitive to variation in the level of sub
cooling, although it is apparent that this is not strictly correct. 

Fig. 4 depicts the temperature profiles obtained under incipient 
boiling conditions. Fig. 5 illustrates the boiling temperature 
profiles as a function of subcooling at 20,000, 50,000, and 100,000 
Btu/hr-ft2 nominal heat flux. As explained previously, each 
of the data points represents the numerical average of the tem
perature fluctuations measured by the thermocouple probe over 
the interval during which the probe was held stationary. In both 
of the figures, the vertical bars associated with each data point 
indicate the amplitude of the temperature fluctuations. The 
data points plotted at either edge of the figure and designated 
Tm and Ta are the temperatures obtained by extrapolation of the 
measurements of the thermocouples in the neck of the copper 
heater block and the bulk liquid thermocouples located above 
the heating surface respectively. I t can be seen that the tem
perature profiles based upon the measurements of the thermo
couple probe extrapolate to these values quite reasonably, giving 
confidence in the measuring system and technique for reducing 
the data. 

Discussion 
All the measured temperature profiles in the liquid adjacent 

to the boiling surface appear to be characterized by a linear por
tion immediately above the boiling surface as seen in Figs. 4 and 
5. This feature is most readily seen in the profiles taken at the 
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Fig. 4 Temperature profi les at incipient bo i l ing condi t ion 

incipience of boiling where the temperature gradient in the liquid 
near the surface has the lowest value. Marcus and Dropkin 
and Lippert and Dougall have indicated that the linear portion 
of the temperature profile extends to the surface. On this basis, 
the measured profiles have also been extended to the surface 
temperature value determined by extrapolating the axial tem
perature gradient in the neck of the heating block. A significant 
observation to be made from the temperature profiles is that the 
amplitudes of the temperature fluctuations appear to reach a 
maximum at approximately the same distance from the surface 
that the mean temperature asymptotically approaches the bulk 
temperature. The temperature fluctuations decrease to a mini
mum near the surface, supporting Marcus and Dropkin's observa
tion that the surface acts as a "smoothing agent" inhibiting 
agitation of the liquid. 

I t is important to define the superheat' layer thickness since 
the present study was undertaken to investigate the variation 
of this parameter with heat flux and subcooling. Yamagata 
et al. [11] have defined the "thermal boundary layer thickness" 
£ as the height above the surface beyond which the average bulk 
liquid temperature is uniform. As Marcus and Dropkin have 
already pointed out, it is difficult to say at exactly what height 
this condition is attained. However, the region of high liquid 
superheat extends only a few hundredths of an inch from the 
surface, considerably less than the thickness £ as defined by 
Yamagata. The region of high liquid superheat influences 
nucleation and bubble dynamics to a large degree and hence it is 
felt tha t Yamagata's definition does not sufficiently reflect the 
importance of the superheat layer. 

Marcus and Dropkin [3] have introduced a more representative 
value for superheat layer thickness. Assuming that the tempera
ture distribution closest to the surface is of greatest importance, 
a thickness 8 can be defined as the height of the intersection be
tween the tangent to the temperature profile at the surface and 

K I 80 — 

[0 20 30 40 

DISPLACEMENT 7- (INCHES X I03) 

Fig. 5 Temperature profi les at var ious saturated and subcooled bo i l ing 
condit ions 

the constant liquid bulk temperature line. The tangent line 
which defines 5 is actually an extrapolation of the linear portion 
of the temperature distribution to the bulk liquid temperature. 
Hence, the parameter 8 is called the "extrapolated superheat 
layer thickness." I t is felt that this definition of the superheat 
layer thickness closely reflects the thickness of the superheat 
region of the thermal boundary layer and consequently 5 was 
used in the following analysis. 

Direct evidence supporting the model for bubble nucleation 
postulated by Hsu [2] was obtained from the incipient boiling 
results. Hsu was only able to indicate the validity of the model 
he proposed indirectly by showing that the data existent at the 
time did not conflict with the model, because independent mea
surements of superheat layer thickness were lacking. A short 
review of the model follows. 

Hsu postulated that a t the beginning of a cycle of bubble 
emission, relatively cool bulk liquid at temperature Tm sur
rounded the nucleus at an active site. This cool liquid had re
placed the liquid displaced by the previous bubble. As time 
progressed, the cool liquid was heated by transient conduction 
and its energy content increased. The thickness of the liquid 
layer heated in this way increased with time but not without 
limit, in as much as the ultimate thermal layer thickness was 
governed by eddy diffusivity and turbulence which tended to 
hold the temperature constant at the bulk temperature Ta be
yond a certain distance from the surface. Hsu then postulated 
the nucleus would not grow until the temperature of the sur-
roundi ng liquid was such that a heat balance on the nucleus pro
duced a net inflow of heat. When the thermal layer had grown 
to such an extent that this condition was satisfied, the nucleus 
would begin to grow. 

Using this model Hsu developed an equation to predict the 
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maximum and minimum radius for active cavities, 
of constant surface temperature 

For the case 

max 
min 

2d 
1 vo se„, 

(3) 

Hsu explained that although it was necessary that rc • < rc < 
?cmax f ° r a o a v i t y to be active, this condition was not a sufficient 
condition. In the case of two cavities, both with favorable 
geometry located close to each other, the one with the shorter 
bubble emission cycle would be the active site. Hence, equation 
(3) cannot be used to predict the total number of active sites 
even if the cavity size distribution for a surface were known, as 
all the sites within the range r„ <»•„<: . are not necessarily 

active. From equation (3) Hsu derived a relationship for the 
incipience of boiling 

+ 
2 AC, + ^Ueai (4) 

An important parameter in equations (3) and (4) is 8, the limit
ing thermal layer thickness, defined in the same manner as the 
extrapolated superheat layer thickness. 

One way in which the Hsu model can be tested is to evaluate 
equation (4) using incipient boiling conditions. At this condi
tion, only one cavity is active and for this reason, cavity size 
does not appear in equation (4). 

Hsu used equation (4) to compute 5 from experimental data 
for incipient boiling, and having obtained a numerical value, 
proceeded by assuming it did not change with heat flux. Using 
this assumption, Hsu was able to demonstrate that equation (4) 
predicts the incipience of boiling for a wide range of bulk liquid 
subcooling and pressure. 

With the incipient boiling results of the present investigation 
available, it is no longer necessary to proceed in this manner. 
Fig. 6(a) presents the incipient boiling heat transfer data in a plot 
of the temperature difference at which incipient boiling occurred 
9W0 as a function of the subcooling 6aht', Fig. 6(b) shows that 
("mo/experimental IS 111 excellent agreement with (0„o)pro<iioted, 
thereby demonstrating the validity of the Hsu model for bubble 
nucleation. 

As reported in references [3-6], the present work confirms that 
the extrapolated superheat layer thickness is a function of heat 
flux. The saturated boiling temperature distributions of Fig. 5 
indicate that 6 decreases with increasing heat flux. For a four
fold increase in heat flux, 8 decreases by approximately one-half. 
The influence of increasing levels of subcooling on 5 is noticed 
to have a reverse effect. Both of these trends are thought to be 
a direct result of the degree of turbulence in the bulk liquid. In 
the saturated boiling case, an increase in heat flux results in more 
vigorous boiling. More bubbles are emitted from the surface 

T -
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Fig. 7 Superheat layer thickness correlation for water 

per unit area per unit time causing greater mixing, resulting in 
the establishment of a thinner extrapolated superheat layer 
thickness. The effect of varying the level of subcooling can be 
explained in a similar mariner. I t was observed that in the case 
of boiling with a highly subcooled bulk liquid, fewer smaller 
bubbles left the boiling surface per unit time per unit area than 
in the case of saturated boiling. Tt is reasonable to assume then 
that by suppressing bubble growth and departure with bulk 
subcooling, the bulk turbulence and mixing is also suppressed, 
resulting in the establishment of a thicker extrapolated superheat 
layer thickness. 

Marcus and Dropkin [3] have reported a relationship between 
heat transfer coefficient h and extrapolated superheat layer 
thickness S. In Fig. 7 all the experimental data for the present 
work have been plotted in a similar manner. In as much as 
the present work presents both saturated and subcooled boiling 
data, the heat transfer coefficient was computed by 

h 
Q/A 

( • '<) 
(Tw - Ta) 

and the extrapolated superheat layer thickness was calculated by 

(2\„ TJ 

(dT/dZ)z^ 
(6) 

to accommodate both types of data. I t can be seen that Marcus 
and Dropkin's correlations for the discrete bubble regime (Regime 
I) in which 8 varied with h_1 and the bubble transition regime 
(Regime I I ) in which 8 varied with h~1/! also correlate the results 
of the present investigation satisfactorily. 

When comparing the data of Marcus and Dropkin with the 
present work, it is important to recall that the heater surfaces 
were different. Nevertheless, it has been shown in Fig. 2 that 
the two investigations yielded nearly identical heat flux-super
heat characteristics and Fig. 7 shows excellent agreement of the 
results. I t would seem that the two investigations resulted in 
nearly identical heat transfer processes and that the levels of 
agitation within the thermal boundary layer were much the 
same. The experimental investigations of Lippert and Dougall 
and Bobst and Colver were seen to have produced the same heat 
flux-superheat characteristics as well, but the correlations of 
heat transfer coefficient with extrapolated superheat layer thick
ness do not agree, as seen in Fig. 7. These investigations have 
resulted in significantly thinner thermal layers, presumably as 
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Fig. 8 Representative saturated boiling temperature profile 

the result of greater agitation resulting from the generation of 
greater numbers of bubbles per unit area per unit time. This 
explanation is admittedly conjectural in as much as its proof 
requires information concerning the active site density, fre
quency of bubble emission, and bubble growth characteristics 
which is lacking for water boiling on a solid surface. 

The fact that plotting heat transfer coefficient h against 
extrapolated superheat layer thickness 5 seems to draw all the 
data together irrespective of the level of heat flux or subcooling, 
would indicate that the mechanism of nucleate boiling heat 
transfer responds to an increase in subcooling at constant heat 
flux in the same manner that it responds to a decrease in heat 
flux under saturated conditions. Tn other words, the variation 
of these parameters independently must bring about similar 
boiling conditions (similar bubble flux densities). This hypothe
sis is investigated by an analysis of saturated and subcooled 
boiling Freon-113 data reported in reference [6] for which tem
perature profiles, active site density data, and bubble frequency 
measurements were reported as a function of heat flux Q/A and 
two levels of acceleration a/g.3 

An example of the temperature profiles presented in reference 
[6J is shown in Fig. 8 in order to explain the origin of the rather 
large uncertainty which accompanies the extrapolated superheat 
layer thickness data derived from them. Because of the ex
tremely thin superheat layer, it was only possible to obtain one 
or two data points within the region of high superheat, since the 
microthermocouple junction in the 0.001-in-dia thermocouple 
was of the order of 0.003 in. in diameter. As a consequence, the 
value of the extrapolated superheat layer thickness S is somewhat 

3 Some additional temperature profiles not reported in reference 
[0 J were included in this analysis. 
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in doubt although there is considerably less uncertainty con
cerning the value of the thermal boundary layer thickness £. 
In the analysis which follows, bars have been placed on the data 
points to indicate the magnitude of this uncertainty; the lowest 
estimate 5nii„ is determined from the intersection with the 
straight line expressing the Fourier conduction law, whereas the 
highest estimate 5m a x is determined from the intersection with 
the best straight line through the data points in the region of high 
superheat. 

The heat transfer coefficient-extrapolated superheat layer 
thickness correlation is shown in Fig. 9 in which Lippert and 
Dougall's plot has been included for comparison. Similar to 
the water data, it can be seen that this treatment of the data 
draws saturated and subcooled boiling results together at con
stant acceleration, although the influence of increasing accelera
tion is seen to decrease the extrapolated superheat layer thick
ness and to increase the heat transfer coefficient at which the 
transition from Regime I to Regime I I occurs. 

A positive correlation of extrapolated superheat layer thick
ness 5 and thermal boundary layer thickness £ with bubble flux 
density (N/A)f is demonstrated in Fig. 10. The variation of 
extrapolated superheat layer thickness with bubble flux density 
seems to parallel tha t of thermal boundary layer thickness, 
although it is not possible to state this observation conclusively 
because of the relatively large uncertainty in the extrapolated 
superheat layer thickness data. However, if it is assumed that 
extrapolated superheat layer thickness and thermal boundary 
layer thickness vary similarly with bubble flux density, then 

ba{{N/A)fi-l/t (Regime I) (7) 

for values of (i\T/A)/less than 55 X 103 bubbles/in.2-sec and 

8a[(N/A)f]~1/3 (Regime I I ) (8) 

for values of (N/A)f greater than 55 X 103 bubbles/in. ^sec-
Given that 

— = kell 
A 

1-1 IdZjz (9) 

where ken has been used to denote that the rate of heat transfer 
is greater than that due to the mechanism of conduction, then 
making use of equation (6) 

a[(N/A)f]l/KTw - TJ (Regime I ) (10) 
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A 
a{(N/A)j}l'HTw - TJ (Regime I I ) (11) 

Under saturated boiling conditions, it is shown in reference [6] 
that the frequency' of bubble emission / is nearly insensitive to 
variation in (Tm — Ta) and (N/A) so that equation (10) and 
equation (11) reduce to the form 

Q = a(N/Af(r,, - rBllt)
c (12) 

which has been advocated by a number of investigators as an 
appropriate form of correlation for saturated nucleate boiling 
results. 

Conclusions 
This study presents a comprehensive set of measurements for 

water boiling on a copper heating surface resulting in tempera
ture profiles in the liquid adjacent to the heating surface for in
cipient boiling conditions and for various combinations of heat 
flux and subcooling. To the authors' knowledge, little of the 
information has been reported in the literature previously. 
The temperature profiles obtained enabled the extrapolated 
superheat layer thickness to be evaluated. 

The values obtained for the incipient boiling condition lend 

support to Hsu's mathematical model for bubble nucleation. 
Increasing heat flux and decreasing subcooling has the effect of 
reducing the extrapolated superheat layer thickness. The 
results of the present investigation indicate that saturated and 
subcooled boiling results can be drawn together in a correlation 
of heat transfer coefficient with extrapolated superheat layer 
thickness. The fact that such a correlation is possible suggests 
that similar boiling conditions can be brought about by inde
pendent changes in heat flux or subcooling. 

Analysis of some data for Freon-113 boiling on a glass surface 
indicated that the extrapolated superheat layer thickness is 
governed by the bubble flux density for the particular test 
condition, irrespective of whether the result was achieved by 
varying heat flux or subcooling. 
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Optimum Spacing of Fins Cooled by Free Convection 

NANCY D. FITZROY1 

Nomenclature 
cp,f ~ specific heat of fluid, Btu/lb-deg P, evaluated a t film 

temperature, tj 
g — acceleration due to gravity, 4.17 X 108ft/hra 

hd = average heat-transfer coefficient for inner surfaces at 
surface spacing d, Btu/(hr-ft2-deg F) 

h„ — average heat-transfer coefficient for a single vertical 
plate remote from any other sm-face, Btu/(hr~ft2-deg 

F) 
kt = thermal conductivity, Btu/(hr-ft2-deg F), evaluated at 

film temperature, tf 

t — temperature, deg F 
At = temperature difference between surface and ambient 

(ta~ta),deSF 
f3a — volumetric expansion coefficient, (1/T for perfect gases), 

1/deg R, evaluated at ambient temperature, Ta = 
ta + 460 

ps = density of fluid, lb/ft3, evaluated at film temperature, tf 

\i.; = viscosity of fluid, lb/(ft-hr), evaluated at film tempera
ture, tf 

Subscripts 

m = at point of maximum heat transfer 

RESULTS for determining the optimum spacing of a set of paral
lel vertical fins dissipating heat by free convection in the laminar 
flow regime are presented. These are based on combining the 
correlation of Elenbaas [ l ] 2 for spaced fins and that of McAdams 
[2] for a single vertical plate. Details of the analysis are given 
in reference [3]. 

By evaluating properties at a mean film temperature, Elenbaas' 
results (converted to the above notation) can be correlated by: 

where 

lift = _ _ i M __ „~24/(1.68F»)] 
k 24 (d/H) L J 

F = (d/H)(NGl,BNFry
A 

:uid d/H and AfQr,-aN~p, are as defined in Fig. 1. 
McAdams, for a single vertical fin, gives 

KH 
= 0.59(iVGr,HiVrr)/1/4 

( la) 

(16) 

(2) 

Vertical plates with equal and uniform surface temperature , t 5 ; 
Laminar Flow, i.e., NGr H N P r < I 0 9 

1.20 

t ( l / d l ( h d / h m l ] m o x m-

~i 1 1 1 1 
Maximum Heat Transfer 
For Sets of Fins,b/d>l0 

F / d w , , .. \IA / d w H V 9 & > A t c P l f » l / 4 

Fig. 1 Free-convection heat transfer from finned surfaces^proximity 
effect and maximum heat transfer 
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Note; It ambient temp., t a ,is different 
from 70F , multiply also by 
[(460+ t a ) / (460+70) ] " 4 

Fig. 2 Spacing for vertical fins in air for maximum total heat transfer 

1 Heat Transfer Engineer, Corporate Research and Development, 
General Electric Co., Schenectady, N. Y. Mem. ASME. 

2 Numbers in brackets designate References at end of technical 
brief. 

Contributed by the Heat Transfer Division of T H E AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division February 17, 1971. 

The ratio of hd/ha then becomes 

24 
F3[ l - 24/(1.68r™)i (3) 

where F is given above. 
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The ratio hjha is plotted in Fig. 1 (along with a similar ratio for 
square vertical duets). 

Since the number of fins, and hence the total finned area, which 
can be placed on a surface is inversely proportional to the fin 
spacing d, the optimum spacing (neglecting the fin-thickness 
effects on fin spacing and on fin effectiveness) can be determined 
by the ratio 

(l/d)(hd/tw 

(l/dXhd/ha)„ 
(4) 

which is also shown in Fig. 1. The optimum spacing for infinite 
vertical plates of height H occurs at F,„ = 2.7 where hd/h00 = 
0.72. 

Fig. 2 gives the same results in dimensional form for air. The 
best spacing for maximum heat transfer (dm", in.) can be read as a 
function of fin height (H", in.) and temperature rise of the fin over 
air temperature in degrees Fahrenheit, (t„ — t„, degF) . 
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Q — heat transfer rate 
Tw = wall temperature 
Tm = temperature of fluid before it enters the channel 

AT = 7V - T„ 

Optimum Plate Spacings for Laminar 
Natural Convection Heat Transfer From 
Parallel Vertical Isothermal Flat Plates 

E. K. LEVY1 

The problem of determining the optimum spacings between 
parallel vertical isothermal flat plates which are dissipating heat 
by natural convection to the environment is discussed. One 
optimum, first suggested by experimental data of Elenbaas •with 
air and later derived theoretically by Bodoia, corresponds to the 
spacing between parallel vertical plates attached to a surface 
which will permit the maximum rate of heat transfer from that 
surface. A different optimum is derived in this paper which for 
a given heat flux gives the minimum plate spacing required to 
minimise the temperature difference between the plates and the 
fluid. The minimum temperature difference is shown to occur 
when the plate spacing is made sufficiently large that the wall 
boundary layers do not merge. It is shown that Elenbaas' 
optimum, although requiring a plate spacing only 54 percent of 
that for minimum A71, produces a temperature difference which 
is 38 percent higher than the minimum. 

Nomenc la tu re 

one-half the plate spacing a = 
b = 

CP = 
0 = 

Gr = 

Ti = 

k = 

plate spacing 
constant pressure specific heat 
acceleration due to gravity 

f f//3AW 
Grashof number Gr = 

average heat transfer coefficient 
thermal conductivity 
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w = width of plate 
/3 = coefficient of thermal expansion 

b 
tj = Gr Pr — 

Li 
JX = absolute viscosity 
v = kinematic viscosity 

In t roduct ion 

ALTHOUGH the information available in the literature on 
laminar natural convection heat transfer from parallel vertical 
flat plates is somewhat limited and incomplete, it is still useful 
for indicating the directions which one should follow in designing 
a natural convection system. The purpose of this paper is to 
review that portion of the existing literature which is concerned 
with optimizing the spacing between the plates and to derive a 
criterion for the minimum plate spacing which for a given rate of 
heat transfer will give a minimum difference in temperature be
tween the plates and the fluid. 

Survey o f the Literature 

The earliest and most widely referenced study is an experi
mental investigation by Elenbaas [1, 2]2 of the natural convection 
heat transfer from isothermal parallel vertical flat plates. These 
experiments were performed with pairs of square plates in air 
(Fig. 1) and the data shown in Fig. 2 are correlated by the func
tional relation 

Nu = f(v) n> 
b 

with r\ = Gr Pr. 

Elenbaas recommended that for the dissipation of the maxi
mum amount of heat from the plate surfaces, the plate spacing be 
determined from the expression 

V = L 
Gr Pi- 50 (2) 

Bodoia and Osterle [3, 4] obtained an analytical solution to the 
isothermal wall parallel vertical flat plate problem (their results 
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The ratio hjha is plotted in Fig. 1 (along with a similar ratio for 
square vertical duets). 

Since the number of fins, and hence the total finned area, which 
can be placed on a surface is inversely proportional to the fin 
spacing d, the optimum spacing (neglecting the fin-thickness 
effects on fin spacing and on fin effectiveness) can be determined 
by the ratio 

(l/d)(hd/tw 

(l/dXhd/ha)„ 
(4) 

which is also shown in Fig. 1. The optimum spacing for infinite 
vertical plates of height H occurs at F,„ = 2.7 where hd/h00 = 
0.72. 

Fig. 2 gives the same results in dimensional form for air. The 
best spacing for maximum heat transfer (dm", in.) can be read as a 
function of fin height (H", in.) and temperature rise of the fin over 
air temperature in degrees Fahrenheit, (t„ — t„, degF) . 

References 

1 Elenbaas, W., "The Dissipation of Heat By Free Convection 
from the Inner Surfaces of Vertical Tubes of Different Shapes of 
Cross Section," Physica, Vol. 9, No. 8, Sept. 1942, pp. 865-874. 

2 McAdams, W. H., Heal Transmission, 3rd ed., McGraw-Hill, 
New York N.Y., 1954. 

3 Fitzroy, N. D., "A Simplified Design Procedure for Optimizing 
Fin Spacing of Extended Surfaces in Free Convection," ASHRAE 
Bulletin "Design and Optimization of Extended Surface Heat Ex
changers," ASHRAE, New York, N. Y„ July 1970, pp. 5-10. 

T surface • Tw 

T f luid* Too 

Fig. T A pair of vertical parallel plates 

h = height of plate 

Nu = average Nusselt number 

p r _ p r a u c | t l number Pr -

Nu 

k 

lib 

k 

Q — heat transfer rate 
Tw = wall temperature 
Tm = temperature of fluid before it enters the channel 

AT = 7V - T„ 

Optimum Plate Spacings for Laminar 
Natural Convection Heat Transfer From 
Parallel Vertical Isothermal Flat Plates 

E. K. LEVY1 

The problem of determining the optimum spacings between 
parallel vertical isothermal flat plates which are dissipating heat 
by natural convection to the environment is discussed. One 
optimum, first suggested by experimental data of Elenbaas •with 
air and later derived theoretically by Bodoia, corresponds to the 
spacing between parallel vertical plates attached to a surface 
which will permit the maximum rate of heat transfer from that 
surface. A different optimum is derived in this paper which for 
a given heat flux gives the minimum plate spacing required to 
minimise the temperature difference between the plates and the 
fluid. The minimum temperature difference is shown to occur 
when the plate spacing is made sufficiently large that the wall 
boundary layers do not merge. It is shown that Elenbaas' 
optimum, although requiring a plate spacing only 54 percent of 
that for minimum A71, produces a temperature difference which 
is 38 percent higher than the minimum. 

Nomenc la tu re 

one-half the plate spacing a = 
b = 

CP = 
0 = 

Gr = 

Ti = 

k = 

plate spacing 
constant pressure specific heat 
acceleration due to gravity 

f f//3AW 
Grashof number Gr = 

average heat transfer coefficient 
thermal conductivity 
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w = width of plate 
/3 = coefficient of thermal expansion 

b 
tj = Gr Pr — 

Li 
JX = absolute viscosity 
v = kinematic viscosity 

In t roduct ion 

ALTHOUGH the information available in the literature on 
laminar natural convection heat transfer from parallel vertical 
flat plates is somewhat limited and incomplete, it is still useful 
for indicating the directions which one should follow in designing 
a natural convection system. The purpose of this paper is to 
review that portion of the existing literature which is concerned 
with optimizing the spacing between the plates and to derive a 
criterion for the minimum plate spacing which for a given rate of 
heat transfer will give a minimum difference in temperature be
tween the plates and the fluid. 

Survey o f the Literature 

The earliest and most widely referenced study is an experi
mental investigation by Elenbaas [1, 2]2 of the natural convection 
heat transfer from isothermal parallel vertical flat plates. These 
experiments were performed with pairs of square plates in air 
(Fig. 1) and the data shown in Fig. 2 are correlated by the func
tional relation 

Nu = f(v) n> 
b 

with r\ = Gr Pr. 

Elenbaas recommended that for the dissipation of the maxi
mum amount of heat from the plate surfaces, the plate spacing be 
determined from the expression 

V = L 
Gr Pi- 50 (2) 

Bodoia and Osterle [3, 4] obtained an analytical solution to the 
isothermal wall parallel vertical flat plate problem (their results 
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2 Comparison of solution of Bodoia wi th data of Elenbaas; from 

are summarized for air in Fig. 2) and found that the solution 
approached two limits. 

For small values of ~q (that is for small b/L), the flow will be
come fully developed before it reaches the top of the channel and 
the solution is of the form 

Fig, 3 Comparison of AT with ATT for air 

where the average film coefficient h is 

— V (3) 

(See curve A, Fig. 2.) 
For large r] (large plate spacings) the boundary layers do not 

meet and the solution tends to the form 

Nu = / (Pr ) X vW (4) 

(curve B, Fig. 2). 
This of course is the solution for a single isothermal vertical 

plate in an infinite fluid. From Fig. 2 the single plate limit is 
seen to be valid for values of rj greater than approximately 600. 

Starting from their numerical results Bodoia and Osterle were 
able to derive a criterion for the plate spacing (6) which offers the 
maximum heat dissipation for a heat exchanger of a fixed volume. 
They found that for this optimum case Nu ~ T]^2, which for air 
corresponds to the point rj = 70. This is close to the value of 
V = 50 obtained experimentally by Elenbaas. This particular 
criterion proposed by both Bodoia and Elenbaas corresponds to 
the physical problem of determining how many isothermal vertical 
fins should be attached to a surface of a given size in order to 
maximize the heat dissipation from that surface. However, in 
practice this is not the only design objective which one might en
counter. For example, when designing a heat exchanger to cool 
electronic integrated circuit elements mounted on the surfaces 
of parallel vertical plates, one has not only the problem of dis
sipating the heat generated by the integrated circuit components 
but also of maintaining the integrated circuits below a certain 
critical temperature. In this case, the minimum plate spacing 
which for a given heat flux will minimize the AT between the 
plates and the fluid will be of interest. 

In the present paper, the minimum plate spacing required for 
the minimum temperature difference is derived from the basic 
governing equations. As pointed out above, this is a funda
mentally different optimum than the one determined by Elenbaas 
and Bodoia. A comparison of the resultant plate spacings and 
temperature differences is then made with those obtained from 
the criterion of Bodoia and Elenbaas. 

Analysis 

Consider two isothermal vertical parallel flat plates of width w, 
height L, and spacing b. The heat transfer from the two inside 
surfaces is 

h = ~ Nu(i7) (6) 

and 

Ar = TW - T„ 

Eliminating K and rearranging one obtains 

6 
AT = 7 

Nu 

where y = Q/2Lwk is a constant. 
Differentiating with respect to plate spacing 6 

d(AT) 

db 

Now 

But 

where 

| J b_ dNu 

~ 7
 I N U N U 2 db 

dNu _ dNu d?7 

db drj bb 

r] = - Gr Pr = CATV 
Li 

gPPr 
C = —— = constant 

v2L 

(7) 

(8) 

(9) 

(10) 

Hence one can finally write 

36 | N U N U 2 \ dr, J | _ \ db } 

To minimize AT set dAT/db = 0. Hence 

dNu 

45 3 Ar 

0 = Nu - 4:C¥AT 
drj 

( ID 

(12) 

Q = 2Lw%AT (5) 

which leads to 

dNu 1 th)_ 

Nu 4 7] 

Integrating this, the criterion for minimum AT is obtained 

Nu = Ci?)1/4 (13) 
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where Ci is the constant of integration. Equation (13) is the 
same as the expression for a single vertical plate in an infinite 
fluid. This suggests that for minimum AT, the plate boundary 
layers must not merge. From Bodoia's analysis and from Fig. 2 
this is the case for values of t) approximately greater than 600. 
Therefore the minimum plate spacing for minimum plate tem
perature is obtained from the relation 

Gr Pr = 600 (14) 

For a given value of heat transfer Q, to determine how the 
temperature difference for an arbitrary plate spacing compares to 
that for minimum AT, one can write the expression for tempera
ture difference in the following form 

AT Q 

2Lwk Nu 

But 

b = 

v2L 

(15) 

(16) 

AT 

Eliminating b and solving for AT 

AT 

2Lwk m) (17) 

If Q is treated as constant the ratio of the temperature dif
ference for arbitrary b to that for minimum AT is 

AT »A Nu?rA 

Nu 
(18) 

where the subscript T denotes the minimum AT case. 
Using the solution for Nu = j{-q) from Fig. 2 along with the 

condition that N u r = 3.35 and t\T = 600, the parameter AT I AT T 

is plotted as a function of r] in Fig. 3. I t is seen that Elenbaas' 
optimum, the AT for the maximum Q case, yields a temperature 
difference which is 1.38 times ATT. 

The ratio of the plate spacings for the two optimums can be 
determined from the expression 

bT 
(19) 

where the subscript Q denotes the maximum Q case. Thus the 
minimum spacing required for minimum AT is 85 percent greater 
than that for maximum Q. In practice, due to the asymptotic 
nature of the solution in Fig. 3, it may be possible to reduce the 
spacing somewhat below the optimum (bT) value without suf
fering a large increase in AT. 

I t should be noted that the aforementioned analysis assumes 
plates of large width w and thus does not account for fluid en-
trainment or leakage at the sides. Furthermore Bodoia assumed 
that uniform temperature and velocity profiles occur at the lead
ing edge of the vertical channel. The uniform velocity profile 
boundary condition has been asource of some controversy in the 
literature [4]. This should not affect the conclusion that the 
minimum AT is obtained when the boundary layers do not 
merge; however, if the velocity boundary condition is greatly in 
error it may introduce some error in the numerical values shown 
in Fig. 3. The excellent agreement obtained between theory and 
experiment (Fig. 2) suggests that such an error might not be too 
serious. 

Concluding Remarks 

A criterion has been obtained which can be used to determine 
the minimum spacing between vertical isothermal parallel flat 
plates required for a minimum difference in temperature between 
the plates and the fluid. The differences between this particular 
optimum spacing and the plate spacing derived previously by 
Bodoia and Elenbaas for the maximum rate of heat dissipation 
from a surface are pointed out. I t is shown that plate spacings 
smaller than the optimum value derived here produce tempera
ture differences larger than the minimum. In particular the 
criterion first proposed by Elenbaas for optimum plate spacing 
produces a temperature difference which is 38 percent higher than 
the minimum. 
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High Sc Limit of Free Convection at a Vertical 
Plate With Uniform Flux Condition 
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I N THE course of an investigation of mass transfer by free con
vection in electrolytic solutions [1, 2] ,3 numerical solutions were 
obtained for the problem of laminar free convection heat (or 
mass) transfer to a vertical plate in the limit of very high Prandtl 
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(or Schmidt) number. Free convection at a vertical plate under 
conditions of uniform temperature (or concentration) at the plate 
is treated extensively in standard textbooks [3]. The condition 
of uniform flux has been dealt with by Sparrow and Gregg [4] 
with the Prandtl number as a parameter. No solution is avail
able in the literature for the case of infinitely high Prandtl (or 
Schmidt) number. 

In the limit of high Prandtl numbers the equation of motion4 

du i>u 
u 1- v 

dx dy 

i>2u 
ff/3(l - « 

after being brought in the form 

F'" + 4FF" - ?>F'F' + 6 

by the transformation [4] 

(1) 

(2) 

4 Notation is that of reference [4]. Note also that the transformed 
momentum equation (2a) given in reference [4] is in error (should be 
+ 0 , n o t - e ) . 
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where Ci is the constant of integration. Equation (13) is the 
same as the expression for a single vertical plate in an infinite 
fluid. This suggests that for minimum AT, the plate boundary 
layers must not merge. From Bodoia's analysis and from Fig. 2 
this is the case for values of t) approximately greater than 600. 
Therefore the minimum plate spacing for minimum plate tem
perature is obtained from the relation 

Gr Pr = 600 (14) 

For a given value of heat transfer Q, to determine how the 
temperature difference for an arbitrary plate spacing compares to 
that for minimum AT, one can write the expression for tempera
ture difference in the following form 

AT Q 

2Lwk Nu 

But 

b = 

v2L 

(15) 

(16) 

AT 

Eliminating b and solving for AT 

AT 

2Lwk m) (17) 

If Q is treated as constant the ratio of the temperature dif
ference for arbitrary b to that for minimum AT is 

AT »A Nu?rA 

Nu 
(18) 

where the subscript T denotes the minimum AT case. 
Using the solution for Nu = j{-q) from Fig. 2 along with the 

condition that N u r = 3.35 and t\T = 600, the parameter AT I AT T 

is plotted as a function of r] in Fig. 3. I t is seen that Elenbaas' 
optimum, the AT for the maximum Q case, yields a temperature 
difference which is 1.38 times ATT. 

The ratio of the plate spacings for the two optimums can be 
determined from the expression 

bT 
(19) 

where the subscript Q denotes the maximum Q case. Thus the 
minimum spacing required for minimum AT is 85 percent greater 
than that for maximum Q. In practice, due to the asymptotic 
nature of the solution in Fig. 3, it may be possible to reduce the 
spacing somewhat below the optimum (bT) value without suf
fering a large increase in AT. 

I t should be noted that the aforementioned analysis assumes 
plates of large width w and thus does not account for fluid en-
trainment or leakage at the sides. Furthermore Bodoia assumed 
that uniform temperature and velocity profiles occur at the lead
ing edge of the vertical channel. The uniform velocity profile 
boundary condition has been asource of some controversy in the 
literature [4]. This should not affect the conclusion that the 
minimum AT is obtained when the boundary layers do not 
merge; however, if the velocity boundary condition is greatly in 
error it may introduce some error in the numerical values shown 
in Fig. 3. The excellent agreement obtained between theory and 
experiment (Fig. 2) suggests that such an error might not be too 
serious. 

Concluding Remarks 

A criterion has been obtained which can be used to determine 
the minimum spacing between vertical isothermal parallel flat 
plates required for a minimum difference in temperature between 
the plates and the fluid. The differences between this particular 
optimum spacing and the plate spacing derived previously by 
Bodoia and Elenbaas for the maximum rate of heat dissipation 
from a surface are pointed out. I t is shown that plate spacings 
smaller than the optimum value derived here produce tempera
ture differences larger than the minimum. In particular the 
criterion first proposed by Elenbaas for optimum plate spacing 
produces a temperature difference which is 38 percent higher than 
the minimum. 
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High Sc Limit of Free Convection at a Vertical 
Plate With Uniform Flux Condition 

JAN ROBERT SELMAN12 and JOHN NEWMAN1 

I N THE course of an investigation of mass transfer by free con
vection in electrolytic solutions [1, 2] ,3 numerical solutions were 
obtained for the problem of laminar free convection heat (or 
mass) transfer to a vertical plate in the limit of very high Prandtl 
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(or Schmidt) number. Free convection at a vertical plate under 
conditions of uniform temperature (or concentration) at the plate 
is treated extensively in standard textbooks [3]. The condition 
of uniform flux has been dealt with by Sparrow and Gregg [4] 
with the Prandtl number as a parameter. No solution is avail
able in the literature for the case of infinitely high Prandtl (or 
Schmidt) number. 

In the limit of high Prandtl numbers the equation of motion4 

du i>u 
u 1- v 

dx dy 

i>2u 
ff/3(l - « 

after being brought in the form 

F'" + 4FF" - ?>F'F' + 6 

by the transformation [4] 

(1) 

(2) 

4 Notation is that of reference [4]. Note also that the transformed 
momentum equation (2a) given in reference [4] is in error (should be 
+ 0 , n o t - e ) . 
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can be further simplified by stretching the variables 

f = r/ Pr'A / = p W \ 9 = 6 Pi '1" 

In the limit Pr —»• co the inertial terms in 

f" + - r ( 4 / / " - 3/'/ ') + 9 
Pr 

0 

(4) 

(5) 

Mass Transfer with a Supporting Electrolyte," Journal of the Elec
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become negligible, i.e., viscous friction alone balances the buoy
ancy force in the thin region where density variations occur. 
(In this and subsequent equations, primes denote differentiation 
with respect to f.) 

The set of coupled equations 

/ ' " + 9 = 0 

i.e., the equation of motion, and 

8 " + 4/9' - / ' 9 = 0 

(6) 

(7) 

i.e., the transformed thermal energy equation, have been solved 
with the boundary conditions: 

V = 0, / = / ' = 0, 

r, = <*,, /" = o, 
9' = 1 

O = 0 

(8) 

(9) 

The boundary condition at rj = a> corresponds to the matching 
condition for the inner region (the diffusion layer) in the first 
term of a singular perturbation expansion for large Schmidt 
numbers [5]. The inner region can be solved without treating 
the outer region. The equivalent problem in free convection to 
an isothermal plate has been solved by Le Fevre [6], Kuiken 
[7], and Roy [8]. 

The results of interest are the local temperature difference 
/„ — to and the local shear stress To at the plate: 

To 

o / 5/cVc V"5 . 

-fa-iU*U e(0) 

= _5fikx /ff/%>C„YA 

PCP \ M'vx J 

(10) 

(11) 

The values of 9(0) and f"(0) are 

9(0) = -1 .14747 

/ " ( 0 ) = 0.83789 

Table 1 shows that these results are in good agreement with the 
trend of the values 9(0) and F"(0) reported by Sparrow and 
Gregg [4]. 

Table 1 Dimensionless temperature difference and shear stress as re
ported by Sparrow and Gregg [4] and in this work 

Pr 

0.1 
1 
10 
100 

0(0) 

-2.7507 
-1.3574 
-0.76746 
-0.46566 

9(0) 

-1.7356 
-1.3574 
-1.2163 
-1.1697 
-1.14747 

F"(0) 

1.6434 
0.72196 
0.30639 
0.12620 

/"(0) 

0.65425 
0.72196 
0.76962 
0.79628 
0.83789 

Ref. 

4 
4 
4 
4 
1 
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Effect of Snhomogeneous Thin Films on the 
Emittance of a Metal Substrate 

R. P. CAREN1 and C. K. LIU2 

Introduction 

Cravalho and Coburn [1]3 have recently investigated the effect 
of thin surface films on the total hemispherical radiative proper
ties of metal surfaces by assuming the film to be a homogeneous, 
nonabsorbmg and nondispersive layer. Two of the film-sub
strate systems considered were metals with oxide films. In prac
tice, the oxides appear in nucleate forms and the-oxide surface 
has a microscopically rough characteristic. The purposes of this 
discussion are to determine the effect of this fine-scale oxide film 
roughness on the hemispherical emittance of the metal-oxide 
film system and to compare the results with the corresponding 
results obtained b.y Cravalho and Coburn. 

Analysis 
In a previous paper [2], the emission of thermal radiation 

from a microscopically roughened dielectric surface into a 
vacuum was treated by using a laminar-inhomogeneous layered 
model for a representation of the roughened surface. A similar 
model is used in this paper. 

As shown in Fig. 1, the metal is separated from the vacuum 
by a lammar-inhomogeneous dielectric layer of thickness d, in 
which the index of refraction n(z) is assumed to be an arbitrary 
function of z. The metal substrate has a complex index of re
fraction n = nm + ikm. The optical constants of the metal at 
room temperature at an angular frequency w can be computed 
from a modified free-electron theory [3]: 

2(co* + i>,») 
1 + 

k 2 = 
2(w2 + v?) 

(:)•] 
'A 

- 1 (la) 

(16) 
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become negligible, i.e., viscous friction alone balances the buoy
ancy force in the thin region where density variations occur. 
(In this and subsequent equations, primes denote differentiation 
with respect to f.) 

The set of coupled equations 
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i.e., the equation of motion, and 
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i.e., the transformed thermal energy equation, have been solved 
with the boundary conditions: 

V = 0, / = / ' = 0, 

r, = <*,, /" = o, 
9' = 1 

O = 0 
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The boundary condition at rj = a> corresponds to the matching 
condition for the inner region (the diffusion layer) in the first 
term of a singular perturbation expansion for large Schmidt 
numbers [5]. The inner region can be solved without treating 
the outer region. The equivalent problem in free convection to 
an isothermal plate has been solved by Le Fevre [6], Kuiken 
[7], and Roy [8]. 

The results of interest are the local temperature difference 
/„ — to and the local shear stress To at the plate: 
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Table 1 shows that these results are in good agreement with the 
trend of the values 9(0) and F"(0) reported by Sparrow and 
Gregg [4]. 
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Effect of Snhomogeneous Thin Films on the 
Emittance of a Metal Substrate 

R. P. CAREN1 and C. K. LIU2 

Introduction 

Cravalho and Coburn [1]3 have recently investigated the effect 
of thin surface films on the total hemispherical radiative proper
ties of metal surfaces by assuming the film to be a homogeneous, 
nonabsorbmg and nondispersive layer. Two of the film-sub
strate systems considered were metals with oxide films. In prac
tice, the oxides appear in nucleate forms and the-oxide surface 
has a microscopically rough characteristic. The purposes of this 
discussion are to determine the effect of this fine-scale oxide film 
roughness on the hemispherical emittance of the metal-oxide 
film system and to compare the results with the corresponding 
results obtained b.y Cravalho and Coburn. 

Analysis 
In a previous paper [2], the emission of thermal radiation 

from a microscopically roughened dielectric surface into a 
vacuum was treated by using a laminar-inhomogeneous layered 
model for a representation of the roughened surface. A similar 
model is used in this paper. 

As shown in Fig. 1, the metal is separated from the vacuum 
by a lammar-inhomogeneous dielectric layer of thickness d, in 
which the index of refraction n(z) is assumed to be an arbitrary 
function of z. The metal substrate has a complex index of re
fraction n = nm + ikm. The optical constants of the metal at 
room temperature at an angular frequency w can be computed 
from a modified free-electron theory [3]: 
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METAL LAMINAR INHOMOGENEOUS VACUUM 
LAYER 

n = 1.0 

Fig. 1 Reflection geometry for thin, inhomogeneous dielectric film on a 
metal substrate 
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Fig. 2 Total hemispherical emittance of copper oxide on copper at 300 
deg K 

where vp ~ (^irNe^/m)1^1 is the plasma frequency in the metal 
and vr = Ne2/ma is the electron collision frequency where 

N = conduction electron density in the metal (e/cm3) 
c = electronic charge (C) 

in = effective electron mass (kg) 
a = Ne2r /TO, direct current conductivity (mho-m~ l) 

The amplitude reflection coefficient V(z) at the position z in an 
inhomogeneous film for a plane electromagnetic wave of wave
length X incident at the angle 6(z), taking into account the 
multiple reflections hi the layer, is given by the Bicatti equation 
[2], 

'dz 
= ~2imV + 7 (1 - V*) 

where 

m(z) 
2j 

X 
n(z) cos d(z) 

(2) 

(3) 

The value of 7(2) depends on the polarization state of the incident 
electromagnetic wave. For the case in which the electric vector 
is polarized parallel to the plane of incidence (p wave), 

Tp(z) = 
11 

n 

n'(z) 1 
1 

2m n n(z) [2 cos2 6(g) 

and for polarization in the plane of incidence (s wave), 

m' n'(z) 
7,(2) = 

2m 2n(z) cos2 6 

(4a) 

(4b) 

where m' and n' are, respectively, the derivatives of in and n 
with respect to z. Snell's law has been used to obtain the rela
tionship between 6' and n'. 

Letting V = X + iY, the real and imaginary parts of equation 
(2) become 

dX 
— = 2mY + 7 (1 + Y* - X1) 
dz 

(5a) 
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Fig. 3 Comparison of effects of homogeneous ond inhomogeneous 
copper oxide films on the total hemispherical emittance of copper 

dY 

dz 
= 2X(m + yY) (56) 

To solve equations (5), the value of V a t z = 0 is assumed to be 
that of a bare metal facing a homogeneous medium of refractive 
index n, = n(0). Solutions of these equations for the p-wave 
and s-wave cases are determined separately. In each case, the 
value of the spectral complex amplitude r< flectance at z = 0 is 
determined by substituting the spectral values of the optical con
stants given in equations (1) into the expressions for the com
plex reflectances (p wave and s wave) of a metal surface facing a 
homogeneous dielectric given by Born and Wolf [4]. This pro
vides the values of X„ Y„, Xp, and Yp at 2 = 0. Starting with 
these initial conditions, the components X„ Y„ Xp, and Yv are 
determined at z = d by numerical integration of equations (5) 
with a modified Runge-Kut ta approximation [0]. 

For unpolarized thermal radiation, the energy reflectance It 
at 2 = d is given by 

where 

R(T, d, X, <p) = i(VS + F / ) 

V,1 = X„* + Ys* and V 2 = XJ + Y„ 

(6) 

Since the layer is assumed to be nonabsorbing, Kirchhoff's law 
yields the total hemispherical emittance at z = d: 

eH(T, d) 
<^4Jo Jo 

r / 2 

2(1 — 7?)ejx sin <p cos <pd<pd\ (7) 

where eh\ is the spectral blackbody emissive power and <p = 8(z) 
at 2 = d. 

For purposes of comparison, the total hemispherical emittance 
of a bare metal facing vacuum through a thick homogeneous 
medium of refractive index nx is also calculated from equation 
(7) where the values of R are based simply on the previous values 
of X„ Y„ Xp, and Yp at z = 0. 

Results 

To illustrate the method described, the film substrate system 
of copper oxide on copper was investigated. Since the variation 
of n(z) in a dielectric laminar-inhomogeneous layer does not 
significantly affect the energy reflectance for a given n(0) and 
layer thickness [2], the following simple distribution of n(z) was 
used in the calculations: 

n(z) 1 [n(0) - 1] H) (8) 

The physical properties used to calculate the optical constants 
of copper at 300 deg K are N = S.2 X 1028 m" 3 and vr~' = 1.93 
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X lO - 1 4 see - 1 . The total hemispherical emittance was calcu
lated from equation (7) for d/\m = 0.005 to 0.7, where X,„ is the 
wavelength at which ei,\ is maximum, yielding a film thickness 
of 0.048 to 6.72 fj,. The index of refraction of bulk copper oxide, 
i.e., n(0), is taken to be 2.7 [1], 

Fig. 2 shows the total hemispherical emittance of copper oxide 
on copper. As the inhomogeneous copper oxide layer thickness 
increases, the emittance first decreases to a minimum, as ex
pected [6], and then increases to that of a pure copper facing 
vacuum through a thick homogeneous medium of copper oxide. 
The latter occurs because the metal substrate "sees" a thin film 
with the refractive index of copper oxide when the inhomoge
neous layer is sufficiently thick. On the other hand, it is apparent 
from Fig. 3 that the copper oxide layer has no significant effect on 
the emittance of the copper at an riid/Xm of less than 0.3. The 
value is higher than that of 0.11, based on an analysis of a homo
geneous copper oxide layer [1], indicating that a thicker layer 
of inhomogeneous copper oxide film can be tolerated without 
significant changes in the thermal radiation properties of the pure 
copper. 

At first glance, this result is surprising, shice the inhomogeneous 
film represents a smoother transition in terms of impedance than 
the abrupt, change at the dielectric-vacuum interface for a homo
geneous film, and higher emittance values would therefore be 
expected for the former case. However, as has previously been 
demonstrated [2], although this logic applies for the normal direc
tion, it does not applj ' for larger angles of emission, where, in
stead, the emittance is significantly lower for the inhomogeneous 
film. 

These results lead to the general conclusion that fine-scale 
roughness in the oxide layers on metal surfaces cause a reduction 
in emittance relative to that of a homogeneous oxide layer of 
equivalent thickness. 
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The Concentric-Sphere Heat Exchanger 
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T H E dissipation of energy from a spherical heat source to a 
fluid in a surrounding annulus has received limited attention due 
to the specialized geometiy. Bishop [1]3 experimentally studied 
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Fig. 1 Correlat ion of concentric-sphere heat exchanger data 

free convection where the working fluid is sealed in the annulus. 
Rundell [2] performed a preliminary experimental study of forced 
convection where the cooling fluid enters and leaves the annulus 
through diametrically opposed openings in the outer sphere. 
The geometrical configuration is shown schematically in the in
sert of Fig. 1. The inner sphere is copper into which saturated 
steam is supplied for a constant-temperature heat source. As 
the fluid travels through the annulus, the coolant (water) absorbs 
energy from the inner sphere. The outer sphere is fiberglass; 
the outer surface of the fiberglass was found to be within 1 deg 
of the surrounding temperature so that losses to the environ
ment could be neglected. 

This presentation extends the work of Rundell (a) by verifying 
and extending the range of variables (generally lower mass flow 
rates) on two of his sphere-size combinations (Rz = 13-j-in.; 
Ri = 11 in. and 12 in.), and (b) by investigating an additional 
four sphere-size combinations. The new combinations provide 
a reduced gap distance in the annulus. The overall heat transfer 
characteristics of the spherical heat exchanger involve the deter
mination of: (a) the change hi the bulk fluid temperature of the 
coolant (To — T{) passing through the spherical annulus; (b) 
the average surface temperature of the inner sphere Tw; and (c) 
the mass flow rate of the coolant water m. The experimental 
data shown in Fig. 1 are correlated by the relation 

NstNFr*/3 = 1230iVne-1-' 
/R2 - JgiV 

\ « 2 + Rl) 
(1) 

The properties of water are evaluated at the average bulk fluid 
temperature, -^(J'o + Tf). Since the coolant velocity V varies 
with angular position, the velocity in the Reynolds number 
Nuo and the Stanton number iVst is evaluated at 8 = 90 deg 
such that 

V = 
7rp(&2 - Ri2) 

(2) 
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X lO - 1 4 see - 1 . The total hemispherical emittance was calcu
lated from equation (7) for d/\m = 0.005 to 0.7, where X,„ is the 
wavelength at which ei,\ is maximum, yielding a film thickness 
of 0.048 to 6.72 fj,. The index of refraction of bulk copper oxide, 
i.e., n(0), is taken to be 2.7 [1], 

Fig. 2 shows the total hemispherical emittance of copper oxide 
on copper. As the inhomogeneous copper oxide layer thickness 
increases, the emittance first decreases to a minimum, as ex
pected [6], and then increases to that of a pure copper facing 
vacuum through a thick homogeneous medium of copper oxide. 
The latter occurs because the metal substrate "sees" a thin film 
with the refractive index of copper oxide when the inhomoge
neous layer is sufficiently thick. On the other hand, it is apparent 
from Fig. 3 that the copper oxide layer has no significant effect on 
the emittance of the copper at an riid/Xm of less than 0.3. The 
value is higher than that of 0.11, based on an analysis of a homo
geneous copper oxide layer [1], indicating that a thicker layer 
of inhomogeneous copper oxide film can be tolerated without 
significant changes in the thermal radiation properties of the pure 
copper. 

At first glance, this result is surprising, shice the inhomogeneous 
film represents a smoother transition in terms of impedance than 
the abrupt, change at the dielectric-vacuum interface for a homo
geneous film, and higher emittance values would therefore be 
expected for the former case. However, as has previously been 
demonstrated [2], although this logic applies for the normal direc
tion, it does not applj ' for larger angles of emission, where, in
stead, the emittance is significantly lower for the inhomogeneous 
film. 

These results lead to the general conclusion that fine-scale 
roughness in the oxide layers on metal surfaces cause a reduction 
in emittance relative to that of a homogeneous oxide layer of 
equivalent thickness. 
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The Concentric-Sphere Heat Exchanger 

J. E. COX1 and B. K. SAHNI2 

T H E dissipation of energy from a spherical heat source to a 
fluid in a surrounding annulus has received limited attention due 
to the specialized geometiy. Bishop [1]3 experimentally studied 

1 Associate Professor of Mechanical Engineering, University of 
Houston, Houston, Texas. Mem. ASME. 

2 Currently with HEATRAN Equipment Division, Houston, 
Texas. 

3 Numbers in brackets designate References at end of technical 
brief. 

Contributed by the Heat Transfer Division of T H E AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division May 6, 1971. 

0.50-

0.10 

0.05 

0.01 

< I * 
"Moo 

SYM 

A 
a 
o 
<i 
O 
E> 

2 R 1 
(IN.) 

i i 

12 

11 

12 

7 

7-5/8 

2R2 

( IN ) 

13-1/4 
13-1/4 

12-5/8 
12-5/8 
8-3/16 

8-3/16 

1.0 

,0.32 

5 

R2 + R j 

10 

R, R 

0.05 
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free convection where the working fluid is sealed in the annulus. 
Rundell [2] performed a preliminary experimental study of forced 
convection where the cooling fluid enters and leaves the annulus 
through diametrically opposed openings in the outer sphere. 
The geometrical configuration is shown schematically in the in
sert of Fig. 1. The inner sphere is copper into which saturated 
steam is supplied for a constant-temperature heat source. As 
the fluid travels through the annulus, the coolant (water) absorbs 
energy from the inner sphere. The outer sphere is fiberglass; 
the outer surface of the fiberglass was found to be within 1 deg 
of the surrounding temperature so that losses to the environ
ment could be neglected. 

This presentation extends the work of Rundell (a) by verifying 
and extending the range of variables (generally lower mass flow 
rates) on two of his sphere-size combinations (Rz = 13-j-in.; 
Ri = 11 in. and 12 in.), and (b) by investigating an additional 
four sphere-size combinations. The new combinations provide 
a reduced gap distance in the annulus. The overall heat transfer 
characteristics of the spherical heat exchanger involve the deter
mination of: (a) the change hi the bulk fluid temperature of the 
coolant (To — T{) passing through the spherical annulus; (b) 
the average surface temperature of the inner sphere Tw; and (c) 
the mass flow rate of the coolant water m. The experimental 
data shown in Fig. 1 are correlated by the relation 

NstNFr*/3 = 1230iVne-1-' 
/R2 - JgiV 

\ « 2 + Rl) 
(1) 

The properties of water are evaluated at the average bulk fluid 
temperature, -^(J'o + Tf). Since the coolant velocity V varies 
with angular position, the velocity in the Reynolds number 
Nuo and the Stanton number iVst is evaluated at 8 = 90 deg 
such that 

V = 
7rp(&2 - Ri2) 

(2) 
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The equivalent diameter Dc employed in the Reynolds number 
is given by 

Since the heat transfer coefficient is dependent on the motion 
of the fluid near the heat transfer surface, the flow characteristics 
in the annulus govern the performance of the spherical heat ex
changer. The inner surface of the outer sphere turns the fluid 
in the annulus in a rolling motion toward the heat transfer sur
face. This turbulent motion assists the heat transfer mechanism 
so that significant heat transfer rates can be secured at relatively 
low coolant flow rates. To achieve the same turbulent effect 
in a conventional heat exchanger, much larger flow rates would 
be required. An interesting characteristic of the concentric-
sphere heat exchanger is the significant decrease in the heat 
transfer coefficient with an increase in the coolant flow rate. 
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Laminar Gas Flow and Heat Transfer in a Parallel-
Plate Channel With Large Temperature Differences 

J. W. CHRISTIAN1 and J. E. HITCHCOCK2 

Nomenclature 

cp — constant-pressure specific heat 
G = mass flux, poM<> 
h = convection heat transfer coefficient 
i = enthalpy 
k — thermal conductivity 

Nuj/ = mean Nusselt number, hs/kia 

p = pressure 
A P = dimensionless pressure drop, (p — po)pi„/672 

A P I D = A P due to density change, from one-dimensional 
analysis, (1 - TB/T0)-(T0/Tla) 

Pr = Prandtl number, p.cp/k 
s = distance between plates 
t = temperature 

T = absolute temperature 
iin = log mean temperature, tw — A<iQ 

At\n = log mean temperature difference, [(tw — t0) — (tw — 
tB)l/M(tw ~ U)/Uw - tB)] 

Us = inlet velocity 
x = axial distance from entrance 
JJ. ~ dynamic viscosity 

£ = dimensionless axial distance, (x/s)/(Gs/p,in) 
p = density 

Subscripts 

B = bulk mean 
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0 = inlet 
w = plate 
In = log mean 

Introduction 

I N A paper by Mercer, Pearce, and Hitchcock [ l ] , 3 numerical 
and experimental results were presented for laminar forced con
vection in the entrance region between parallel flat plates. 
Simultaneously developing momentum and thermal boundary 
layers were considered. Previously, the corresponding flow 
characteristics, including pressure drop, were reported by 
Bodoia and Osterle [2]. These numerical solutions apply to 
flows in which fluid properties remain essentially constant, i.e., 
small temperature differences. 

In this brief, numerical results are presented which include the 
effects of variable gas properties on flow and heat transfer in the 
entrance region between parallel, flat isothermal plates. Spe
cifically, mean Nusselt numbers and dimensionless pressure 
gradients are given for cooling and heating air in the temperature 
range 500 deg R to 3000 deg R. The data are presented in a 
form which a t most represents an approximate correlation or at 
least facilitates interpolation. A summary of previous work on 
the influence of temperature-dependent fluid properties can be 
found in reference [3]. 

Analysis 

The assumptions employed in the analysis were: 

1 The flow is laminar. 
2 The flow and heat transfer are steady and two-dimensional. 
3 Gas density is inversely proportional to absolute tempera

ture, i.e., the ideal gas law applies and percentage changes in 
pressure are small (low-speed flow). 

4 Viscous dissipation and work of compression are negligible 
compared with heat conduction. 

5 Buoyant forces are negligible compared with viscous and 
pressure forces. 

6 The usual boundary layer assumptions apply, e.g., axial 
conduction is negligible compared with transverse conduction. 

7 Gas velocity and temperature are uniform across the en
trance. 

8 Both plates have the same uniform temperature. 

The governing partial differential equations and a description 
of the numerical method used to solve them are contained in 
reference [4]. The method of solution is basically the same as 
that in reference [1]. Real gas properties were used in the form 
of third-degree polynomial functions of temperature obtained b)' 
least-squares curve fits of tabulated data. Mean Nusselt num
bers, based on log mean temperature difference, Aii„, were de
termined from local values of bulk mean enthalpy, iB. 

Nu M = V2(Prin/£)(** - fo)/(cpl„Aii„) (1) 

where the dimensionless axial distance £ = (x/s)/(Gs/nia). 
Mean dimensionless pressure gradients were determined by 
integrating local pressure gradients along the channel: 

A P / £ = (p l n /G 2 0 fP (clp/dx)dx (2) 
J pa 

Results and Discussion 

The flow and heat transfer results presented herein are spe
cifically for air. However, because of the similar dependence 
of the properties of different gases on absolute temperature, they 
can reasonably be expected to apply to other gases. In par
ticular, the corresponding results for hydrogen in reference [4] 
are essentially the same as those for air. 

In Fig. 1, mean Nusselt numbers are plotted as a function of 

3 Numbers in brackets designate References at end of technical 
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The equivalent diameter Dc employed in the Reynolds number 
is given by 

Since the heat transfer coefficient is dependent on the motion 
of the fluid near the heat transfer surface, the flow characteristics 
in the annulus govern the performance of the spherical heat ex
changer. The inner surface of the outer sphere turns the fluid 
in the annulus in a rolling motion toward the heat transfer sur
face. This turbulent motion assists the heat transfer mechanism 
so that significant heat transfer rates can be secured at relatively 
low coolant flow rates. To achieve the same turbulent effect 
in a conventional heat exchanger, much larger flow rates would 
be required. An interesting characteristic of the concentric-
sphere heat exchanger is the significant decrease in the heat 
transfer coefficient with an increase in the coolant flow rate. 
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A P I D = A P due to density change, from one-dimensional 
analysis, (1 - TB/T0)-(T0/Tla) 

Pr = Prandtl number, p.cp/k 
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t = temperature 

T = absolute temperature 
iin = log mean temperature, tw — A<iQ 

At\n = log mean temperature difference, [(tw — t0) — (tw — 
tB)l/M(tw ~ U)/Uw - tB)] 

Us = inlet velocity 
x = axial distance from entrance 
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Introduction 

I N A paper by Mercer, Pearce, and Hitchcock [ l ] , 3 numerical 
and experimental results were presented for laminar forced con
vection in the entrance region between parallel flat plates. 
Simultaneously developing momentum and thermal boundary 
layers were considered. Previously, the corresponding flow 
characteristics, including pressure drop, were reported by 
Bodoia and Osterle [2]. These numerical solutions apply to 
flows in which fluid properties remain essentially constant, i.e., 
small temperature differences. 

In this brief, numerical results are presented which include the 
effects of variable gas properties on flow and heat transfer in the 
entrance region between parallel, flat isothermal plates. Spe
cifically, mean Nusselt numbers and dimensionless pressure 
gradients are given for cooling and heating air in the temperature 
range 500 deg R to 3000 deg R. The data are presented in a 
form which a t most represents an approximate correlation or at 
least facilitates interpolation. A summary of previous work on 
the influence of temperature-dependent fluid properties can be 
found in reference [3]. 

Analysis 

The assumptions employed in the analysis were: 

1 The flow is laminar. 
2 The flow and heat transfer are steady and two-dimensional. 
3 Gas density is inversely proportional to absolute tempera

ture, i.e., the ideal gas law applies and percentage changes in 
pressure are small (low-speed flow). 

4 Viscous dissipation and work of compression are negligible 
compared with heat conduction. 

5 Buoyant forces are negligible compared with viscous and 
pressure forces. 

6 The usual boundary layer assumptions apply, e.g., axial 
conduction is negligible compared with transverse conduction. 

7 Gas velocity and temperature are uniform across the en
trance. 

8 Both plates have the same uniform temperature. 

The governing partial differential equations and a description 
of the numerical method used to solve them are contained in 
reference [4]. The method of solution is basically the same as 
that in reference [1]. Real gas properties were used in the form 
of third-degree polynomial functions of temperature obtained b)' 
least-squares curve fits of tabulated data. Mean Nusselt num
bers, based on log mean temperature difference, Aii„, were de
termined from local values of bulk mean enthalpy, iB. 

Nu M = V2(Prin/£)(** - fo)/(cpl„Aii„) (1) 

where the dimensionless axial distance £ = (x/s)/(Gs/nia). 
Mean dimensionless pressure gradients were determined by 
integrating local pressure gradients along the channel: 

A P / £ = (p l n /G 2 0 fP (clp/dx)dx (2) 
J pa 

Results and Discussion 

The flow and heat transfer results presented herein are spe
cifically for air. However, because of the similar dependence 
of the properties of different gases on absolute temperature, they 
can reasonably be expected to apply to other gases. In par
ticular, the corresponding results for hydrogen in reference [4] 
are essentially the same as those for air. 

In Fig. 1, mean Nusselt numbers are plotted as a function of 
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Fig. 1 Heat transfer correlation 

the dimensionle~~ distance from the channel entrance divided 
by i,he Prandtl number. Note that all fluid properties have been 
evaluated at the log m,ean temperature, hn, where tin = tm -
D.ll n • The use of tin as the reference temperature for properties 
effectively correlates the results throughout the entrance region. 
Fmthermore, it is a convenient reference temperature since 
Nu,u is based on D.l,n . Because the correlation is effective, only 
two heating and two cooling ;;olutions, and the constlLnt-property 
solution, are shown in Fig. 1. The maximum deviation from 
the constant-property solution is less than 25 percent. For 
greater accuracy, one can interpolate. An empirical equation 
for the constant-property solution was presented in reference [1]. 

(:3) 

For the variable-property solutions, the limiting vallie of NUll as 
~ -+ 00 is given by 

(4) 

Total pressure changes along the channel are related to the 
rate of change of momentum of the gas and wall friction. In 
gas heating, as compared with the constant-property case, a 
~lecreasing gas density requires an increased pressure drop to 
accderate the flow in order to maintain a constant mass flow 
rate. Furthermore, increased velocity gradients together with 
increased gas viscosity near the plates require additional pressnre 
drop to overcome wall friction. The opposite effects are ob
served for gas cooling. As a consequence, the pressure drops for 
the maximum heating and cooling cases considered differ by two 
orders of magnitude. 

An estimate of the pressure change ,required to accelerate or 
decelerate the flow due to density change can be obtained from a 
one-dimensional analysis. In the fonn of a mean dimensionless 
pressure gradient, the result is 

(i"i ) 

In Fig. 2, mean pressure gradients, equation (2), milluH one
dimensional mean pressure gradients, equation (5), have been 
plotted versus dimensionless distance from the channel entrance. 
All fluid properties have again been evaluated at the log mean 
temperature, tin. The constant-property solution, shown as a 
solid line in Fig. 2, is represented by the following empirical 
equation to within 2 percent: 

. 0.32(1/~)1.2 

D.P /~ = -12.0 - 1 + 0.1(lmo.7 
(6) 

For gas heating, an approximate correlation of the data has 
been achieved. Only very near the channel entrance does the 
maximum heating solution appear to deviate substantially. It 
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is reasonable that in the neal' en trance region the simple one
dimensional estimate of the effect of density change would be 
inadequate. However, it should be noted that in this region 
relatively large values of D.P1D/~ are to be added to ordinate 
values in Fig. 2 to arrive at D.P/~. Consequently, the percent 
errors in D.P /~ are considerably less than the apparent percent 
differences between curves. The maximum errol' in D.P / ~ which 
results from using the constant-property curve in Fig. 2 is less 
than 25 percent. For gas cooling, much larger percent CIT()r~ 
result; therefore, interpolation is recommended. 

Application of Results 
The correlations presented in Figs. 1 and 2 enable one to in

clude entrance-region effects in the design or analysis of a paral
lel-plate heat exchanger with low-speed laminar gas flow and 
large temperature differences. 

The design problem consists of determining the length of 
channel necessary to heat or cool a gas to a given exit tempera
ture with specified inlet and wall temperatures. Either nil 
iterative or a graphic solution can be used. For example: given 
the exit temperature, the log mean tem.perature and fluid proper
ties are determined first. Theil a curve of NUM versus UP1'in, 
from equation (1), is plotted Oil the graph in Fig. 1. The inter
:;ectioll of this curve with the appropriate pre-existing curve 
yields UPr'n at the channel exit. From this, the challnellengt h 
is detennined directly. 

To analyze the extent to which a gas will be heated or cooled 
by a given channel with specified inlrt and wall temperatures re
quires more effort. Given the channel length, Olle assumes n 
value of exit temperature and computes corresponding values of 
~/Prln and NUM, again using equation (1). By iteration, (']1(' 

exit temperature is determined when the calculated values of 
Nnu and UP1'in plot as a point on the appropriate curve in Fig. 1. 

With both exit temperature and channel length known, from 
one or the other of the foregoing heat transfer solutions, the total 
pressure drop can be det6rm.inecl without itl'ration. The vnllle 
of D.P!D/~, from equation (5), is added to the ordinate value in 
Fig. 2 corresponciing to the known~. Then the pressure drop, 
D.p, is computed from the resulting value of the mean climen
sionless pressme gradient, D.P /~. 
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Temperature Effectiveness of Multiple Sandwich 
Rectangular Plate-Fin Surfaces 

RAMESH K. SHAH1 

Nomenclature 

.4 = total convective heat transfer area, inclusive of the ex
tended and direct surface 

total fin convective heat transfer area 
dimensionless parameter = (tanh m^^/m^i 
convective heat transfer coefficient for the fin surface 
thermal conductivity of the fin material 
fin length for the conduction heat transfer 

= fin parameter %T( i + v 
9e 

<m 
ta 

to 

5 

'If 

Vo 

f 

heat leakage rate a t the fin end 
heat transfer rate from primary surface to the fin 
ambient fluid temperature 
fin temperature at the base, at the primary surface 
fin thickness 
temperature effectiveness of the fin defined as the ratio 

of the actual qo to that which would be obtained if the 
thermal conductivity of the fin material were infinite 

overall fin surface temperature effectiveness = 

1 ™ ~f (1 - V,) 

fin length in air or gas flow direction 

Introduction 
H E A T exchangers with highly compact surfaces usually have a 

large frontal area and a small flow length. To achieve high 
frontal area with plate-fin type surfaces, one or more layers of the 
compact surface are used between two passages of the other heat 
transfer fluid. Fig. 1 is a sketch of the single-triple sandwich 
construction of a rectangular plate-fin surface. 

The determination of temperature effectiveness r);, also re
ferred to as fin effectiveness, of multiple sandwich surfaces is 
essential for the evaluation of surface basic heat transfer charac
teristics. I t is also needed to account for a decrease in the over
all heat transfer coefficient used in the design of such a heat ex
changer. 

The analysis for the determination of temperature effectiveness 
of multiple sandwich fins is somewhat complicated. Attempts 
were made to derive closed-form solutions for triple sandwich fins 
[I] ,2 and double sandwich fins [2]. The procedure for the reduc
tion of triple sandwich r)s to the double sandwich t]s in [1] was in 
doubt, because of some ambiguities in the boundary conditions. 
The t]j in [2] was evaluated for the symmetric geometries. The 
objectives of this note are twofold: to present the i\t of multiple 
sandwich and other related fins, and to show the effect on the r\s 

of aligned and nonaligned fin passages of double and triple sand-
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Fig. 1 Single-triple sandwich rectangular plate-fin surface, as it is shown 
in the figure, Si = fa = &i 

wich construction. In multiple sandwich surfaces, the fin pas
sages among different layers are generally not aligned. The 
extreme cases, perfect alignment and nonalignment of fin passages, 
will be considered in the analysis. 

Analysis and Discussion 

The temperature effectiveness of a single sandwich fin (one-
half of the fin represented by Geometry 1 in Table 1) is deter
mined from a one-dimensional analysis of heat transfer through 
the fin. The analysis employs uniform and constant thermal 
conductivity, heat transfer coefficient, and ambient fluid tem
perature. The radiation heat transfer, contact thermal re
sistance, and thermal energy sources are neglected. The fin 
effectiveness of the single sandwich surface is obtained as follows 
[3]: 

Vf 
tanh miU 

mill 

The analysis for the multiple sandwich fins follows exactly under 
the same idealizations and method used for single sandwich 
fins. Ordinary linear differential equations are obtained for 
each branch and are coupled a t the junction "by the energy 
balance. The temperature effectiveness of various multiple 
sandwich firs thus determined is presented in Table 1. The 
details of the analysis for each oi the geometries are presented 
in [3]. 

For triple sandwich fins, Geometry 6 is used as an approxima
tion to determine the r\t, if the passages are aligned, as are the 
first two layers of the triple sandwich fin in Fig. 1. For non-
aligned fin passages, however, such as the second and third layer 
of the triple sandwich fin in Fig. 1, the fins are approximated 
using Geometry 8. 

The fin effectiveness of a particular triple sandwich surface [1] 
was determined using the r\j formulae for the aligned and non-
aligned passages. The results are tabulated in [3] as a function of 
heat transfer coefficient. The overall fin effectiveness 7)0 for the 
nonaligned passages was found to be only a maximum of 0.33 
percent higher than that for the aligned passages. Considering 
the complexity of the problem and the many idealizations made 
for arriving at 770, the use of the more simple aligned passage case 
is therefore recommended for the determination of t]a. For the 
case of double sandwich fins, the 770 calculated for the aligned 
passages is approximately the mean value of the two extreme 
cases (within ±0.19 percent) of the nonaligned passages [3], and 
is therefore recommended for the fin effectiveness evaluation. 
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Temperature Effectiveness of Multiple Sandwich 
Rectangular Plate-Fin Surfaces 

RAMESH K. SHAH1 

Nomenclature 

.4 = total convective heat transfer area, inclusive of the ex
tended and direct surface 

total fin convective heat transfer area 
dimensionless parameter = (tanh m^^/m^i 
convective heat transfer coefficient for the fin surface 
thermal conductivity of the fin material 
fin length for the conduction heat transfer 

= fin parameter %T( i + v 
9e 

<m 
ta 

to 

5 

'If 

Vo 

f 

heat leakage rate a t the fin end 
heat transfer rate from primary surface to the fin 
ambient fluid temperature 
fin temperature at the base, at the primary surface 
fin thickness 
temperature effectiveness of the fin defined as the ratio 

of the actual qo to that which would be obtained if the 
thermal conductivity of the fin material were infinite 

overall fin surface temperature effectiveness = 

1 ™ ~f (1 - V,) 

fin length in air or gas flow direction 

Introduction 
H E A T exchangers with highly compact surfaces usually have a 

large frontal area and a small flow length. To achieve high 
frontal area with plate-fin type surfaces, one or more layers of the 
compact surface are used between two passages of the other heat 
transfer fluid. Fig. 1 is a sketch of the single-triple sandwich 
construction of a rectangular plate-fin surface. 

The determination of temperature effectiveness r);, also re
ferred to as fin effectiveness, of multiple sandwich surfaces is 
essential for the evaluation of surface basic heat transfer charac
teristics. I t is also needed to account for a decrease in the over
all heat transfer coefficient used in the design of such a heat ex
changer. 

The analysis for the determination of temperature effectiveness 
of multiple sandwich fins is somewhat complicated. Attempts 
were made to derive closed-form solutions for triple sandwich fins 
[I] ,2 and double sandwich fins [2]. The procedure for the reduc
tion of triple sandwich r)s to the double sandwich t]s in [1] was in 
doubt, because of some ambiguities in the boundary conditions. 
The t]j in [2] was evaluated for the symmetric geometries. The 
objectives of this note are twofold: to present the i\t of multiple 
sandwich and other related fins, and to show the effect on the r\s 

of aligned and nonaligned fin passages of double and triple sand-

1 Graduate Student, Department of Mechanical Engineering, Stan
ford University, Stanford, Calif. Assoc. Mem. ASME. 

2 Numbers in brackets designate References at end of technical 
brief. 

Contributed by the Heat Transfer Division of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division February 18, 1971. 

Fluid 2 

Splitter 

Fluid 1 

Fluid 2 

> Plates 

Fig. 1 Single-triple sandwich rectangular plate-fin surface, as it is shown 
in the figure, Si = fa = &i 

wich construction. In multiple sandwich surfaces, the fin pas
sages among different layers are generally not aligned. The 
extreme cases, perfect alignment and nonalignment of fin passages, 
will be considered in the analysis. 

Analysis and Discussion 

The temperature effectiveness of a single sandwich fin (one-
half of the fin represented by Geometry 1 in Table 1) is deter
mined from a one-dimensional analysis of heat transfer through 
the fin. The analysis employs uniform and constant thermal 
conductivity, heat transfer coefficient, and ambient fluid tem
perature. The radiation heat transfer, contact thermal re
sistance, and thermal energy sources are neglected. The fin 
effectiveness of the single sandwich surface is obtained as follows 
[3]: 

Vf 
tanh miU 

mill 

The analysis for the multiple sandwich fins follows exactly under 
the same idealizations and method used for single sandwich 
fins. Ordinary linear differential equations are obtained for 
each branch and are coupled a t the junction "by the energy 
balance. The temperature effectiveness of various multiple 
sandwich firs thus determined is presented in Table 1. The 
details of the analysis for each oi the geometries are presented 
in [3]. 

For triple sandwich fins, Geometry 6 is used as an approxima
tion to determine the r\t, if the passages are aligned, as are the 
first two layers of the triple sandwich fin in Fig. 1. For non-
aligned fin passages, however, such as the second and third layer 
of the triple sandwich fin in Fig. 1, the fins are approximated 
using Geometry 8. 

The fin effectiveness of a particular triple sandwich surface [1] 
was determined using the r\j formulae for the aligned and non-
aligned passages. The results are tabulated in [3] as a function of 
heat transfer coefficient. The overall fin effectiveness 7)0 for the 
nonaligned passages was found to be only a maximum of 0.33 
percent higher than that for the aligned passages. Considering 
the complexity of the problem and the many idealizations made 
for arriving at 770, the use of the more simple aligned passage case 
is therefore recommended for the determination of t]a. For the 
case of double sandwich fins, the 770 calculated for the aligned 
passages is approximately the mean value of the two extreme 
cases (within ±0.19 percent) of the nonaligned passages [3], and 
is therefore recommended for the fin effectiveness evaluation. 
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Table 1 A catalog of temperature effectiveness of straight rectangular plate-fin surfaces 

Geometry 
No. 

q - Heat transfer rate from 
primary surface to the fin 

All the figures below show the fin 
or extended surface only 

V ? h f 6 . i tanh m.J^ 

% [ 1 + r ) ' V T l ^ . 1=1,2,3,4,5,6 
1 means no hea t t r a n s f e r through t he sur face 

s inh m, i , 
l v o a ' m, JL 4e 

T) = . -1 ,4- 5-

c o s h m - ^ J h A ^ - t a ) + q e ^ — ^ 

"6p/2 

• t , e 

- 6 / 2 

' 2 i x + i 2 + i 
l + - | - i A ( E 2 i 2 + y ) 

' f l23 

° r r^ iqz^ 
"2 u 3 

I^^-Lpl 

_ E 3 l 3 + T | f l 2 ( ^ + 1^/(1^ + ^ + i ) 
If -—~ ' 

X + m3
2 i3E3T| f 1 2 ( ^ + i 2 ) 

For T) f l2 ' s e e Geometry 4 above. 

£—-"4 

H-i, 

(E- ,^ + E 2 ^ 2 + E j i , + Eh£li)/(t1 + i 2 + I + i 4 ) 

1 + m - ^ i - ^ ( E g i 2 + E i j + E ^ ) 

° F=F 

( E A + E 2 l g + E ^ ) / ^ H- I , + i , ) 

1 + . ^ E ^ V a + V 3 > 

<Vl + ^24^4 + \ 3 l (
i 34) / ( - e i '• -gg + i 3 + i4) 

1 + i n - ^ E ^ T ^ i ^ + H f 3 4 i 3 4 ) 

( fVg+V, , ) /^ + V 
^ i / i , , * , ^ , , 1 + i m „ % J , E Q E , 

2i., + /!.. 

V 2 

•i f34 

( 2 E ^ 3 + E ^ ) / ^ + i1() 

1 + i« . 3
2 i 3 i 1 ( E 3 E, ( 

T f T 62 

n 

2 E ^ . i .+ 2E, tl l t + 1 f l 2 3 ( g \ + l g + i 3 ) 
g* + 2tt^ + 2H% +~H2 + Jl 

*~ 2 

1 + - § - l5E5(2E1(^1( + l l j ^ ^ j 

For ^ f i g^ ' s e e Geometry 3 above. 

•«, ) ] 

2B6Z6 + 2 E s i 5 + g E ^ + i j . l g 3 ( g ^ + l a + ^ 3 ) 
gJig + 2ii + gi^ + 2^"+ Jig + J! 

- L 6„/2 

I^V2 
1 + - 5 - %Eg[2E 5 ^ 5 + 2Elith + ^ ^ ( 2 ^ + i„ + ^ ) ] 

For ^ T O O , see Geometry 3 above. 

A refinement in the determination of triple sandwich »?/ may 
be needed in special cases. In the analysis summarized in Table 
1, it was assumed that the temperature of the fluid in all three 
passages at a given flow cross section of the heat exchanger re
mains the same. However, if there is no cross-mixing of the 
fluid between the center and two outer flow passages along the 
flow length of the heat exchanger, the temperature of the fluid 
in the outer passages will be higher than tha t in the center pas
sage. An approximate method was devised to account for this 
effect of no cross-mixing of the fluid [3]. For the particular 
triple sandwich plate-fin surface [1], it was shown that the error 

introduced in i\t due to different temperatures in three passages 
was negligible. 

As a final remark, the fin effectiveness formulae presented in 
this brief are useful and directly applicable when the heating on 
the plate-fin surface occurs symmetrically, e.g., in a two-fluid 
heat exchanger. For nonsymmetric heating, as in the case of a 
multi-fluid cryogenic heat exchanger, the rjf formulae are still 
valid, but the plane of zero heat flux may be difficult to locate. 
Using the appropriate t]s expression, an iterative method may be 
employed to determine the zero heat flux plane and the correct 
i)f for the nonsymmetric heating case. 
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Influence of Optically Thin Radiation on 
Heat Transfer in the Thermal Entrance 
Region of a Narrow Duct1 

R. GREIF2 and D. M. McELIGOT3 

ACCOUNTING for the influence of radiation on the local heat 

transfer in the entrance region of ducts is a difficult problem. 

As a result, studies have been limited to specific heating condi

tions [1, 2]4 or based on simplifying assumptions [3, 4, 5]. The 

complexity of non-gray radiating flows suggests that the optically 

thin condition be studied first. Investigations of this simple but 

relevant regime for flow in tubes resulted in greater insight and ul

timately increased understanding of more general and more com

plex phenomena [6, 7, 8]. For this reason an analysis of the local 

heat transfer in the entrance region of a narrow duct, assuming 

optically thin conditions, was undertaken. The walls were con

sidered to be black and maintained at a uniform temperature, 

T„, with the gas entering at a uniform temperature, To. 

In the optically thin limit, the divergence of the radiative flux 

is given by 

div qR = 4/vV7'4 - ±K„,o-Tm (1) 

where K,, is the Planck mean coefficient for emission, and K,„, the 

modified Planck mean coefficient for absorption. The latter is 

accurately given by Kp,mTw/T (Cess, Mighdoll, and Tiwari [9]). 

The Planck mean coefficient will be taken to vary inversely with 

the temperature, cf. Tien [10], p. 313. The energy equation is 

then given by 

dT 1 d2T^ 

4 di/+2 + J (£)] (2a) 
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with 

T+ => T/T„, w+ = u/Vh y+ = y/Dh: 

»+ = 4*/D*RePr, J 
KP.VCTT^DH 

(kTo/Dk) 

The hydraulic diameter, Dh is equal to twice the channel spacing, 
26, and the parameter J" is a measure of the importance of the 
optically thin radiation transport relative to the conduction 
transport, cf. Sparrow and Cess [11], p. 258. The initial and 
boundary conditions are given by: 

T+(0)2/+) = 1; 

T+(x+,0) = T + ( i + , | ) = L T„/T„ (26) 

Two velocity profiles are studied: namely, uniform slug flow and 

the fully developed hydrodynamio condition in laminar flow, the 

parabolic profile. I t should be noted that the slug-flow problem 

is equivalent to the problem of unsteady one-dimensional energy 

transport (Chang [12]). 

We note that two parameters are necessary to specify the 

Graetz problem for the idealized gas in the optically thin regime: 

J and Tw/Ta. For the non-radiating Graetz problem there are 

no free parameters and a single universal solution may be ob

tained. 

We first consider the case when the temperature differences are 

small and linearize the radiation term. The resulting partial 

differential equation is readily solved by use of the Laplace 

transformation to yield: 

4> = -Mx 

T„ \ i r ) M t i (2» - 1 
-4(re-i)V.x- + 

X cos [(2n - 1)2TT^+] (3) 

with 7] + = y+ - i and M = 4:JT0/TW. Note that in the absence 

of radiation, M = 0, so that 

<£with™i = e-Mx* (?cond)» 

feond).. 
(4) 

Thus, the temperature profiles may be obtained simply by solving 

the non-radiating problem and then multiplying the result by 
e~Mx+-

The magnitude of the radiative flux at the wall, qn.u,, is given 
by: 

r1/i /r„ - T\ 
1R,W = 2o-rw

iKp.,l,D, I 4 I — I 
dn+ = -^ m {i„—lh) 

D„T, 

(5) 

The total Nusselt number, defined by qtot.wD,:/k(Tw - T,,), is 

then given by: 

NiUot = 

X) exp [-4(n - i)Vx+] 

_ J ^ L _ , T2 nJ=l (6) 
(.TJT„) y exp [-4(n—^ys+j 

K = l (2n - l)2 

NUtot = Nllrad + Nll„d (7) 

Note that the conduction contribution is independent of radia

tion, cf. equation (4). We also see that Nu„d is invariant with 

respect to axial distance. I t should be emphasized that the 

above results have only been obtained for the linearized slug-flow 

problem. For the more general non-linear problem we now refer 

to our numerical calculations. 

The numerical method is described by Bankston and McEligot 

[13] and Schade [14]. The radiation term has been added to the 

program and solutions are obtained by successive substitution. 

Typical results for the temperature distribution are presented 
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Fig. 1 Dimensionless temperature profiles for the uniform and the 
parabolic velocity profiles 
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Fig. 2 Nusselt-number variations for the uniform and the parabolic 
velocity profiles 

in Fig. 1. All the curves shown correspond to the temperature 
ratio, Tw/T0 = 1.2, although the non-radiating curves, J — 0, are 
independent of Tw/Ta. 

For linearized radiation in slug flow we showed that the effect 
of radiation is to reduce the temperature difference below that 
resulting from conduction alone without altering the form of the 
temperature difference. This result also appears to hold ap
proximately for the non-linear slug-flow problem. However, 
with a parabolic velocity distribution, at large values of the 
parameter J there is a distinct change in the shape of the tem
perature profile. The result is a significant decrease in the tem
perature difference in a region near the wall where the smaller 
velocities or, correspondingly, the longer exposure, allow a strong 
interaction to take place. On the other hand, in the region away 
from the wall the velocities are larger than the bulk value, which 
is also equal to the slug-flow velocity, so that the heating (or 
cooling) is less effective in the large outer or core region. The 
overall result is that the heating (or cooling) is more effective for 
slug flow giving rise to the higher Nusselt numbers, cf. Fig. 2, and 
smaller dimensionless bulk-temperature differences. 

To discuss further the situation when radiation dominates con
sider the limiting case when conduction can be neglected. Then, 
for small temperature differences the non-conducting profile is 
given by 

__ „—Mx+/u + 
(8) 

This linearized (radiating only) solution has been plotted in Fig. 3 
along with the profiles which include conduction and radiation. 
With the parabolic velocity profile, it is clear that as u+ ap
proaches zero the local temperature rapidly approaches the wall 
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Table 1 Results for the Nusselt number with the uniform velocity profile 
Tw/h = 1.4 
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temperature, cf. equation (8) and Fig. 3. Indeed, in. tins region 
for the non-conducting condition, the heating (or cooling) is more 
effective than for the conducting case. Recall that in the opti
cally thin limit the gas does not absorb any of its own emitted 
radiation, so exchange is directly from the wall to the gas or vice 
versa. Thus, when there is a strong radiation interaction in the 
region close to the wall (large values of J with the parabolic 
velocity profile) the energy which has been absorbed in the wall 
region cannot be transferred to the core if the mechanism of con
duction is absent. The results are smaller temperature differences 
close to the wall and larger temperature differences in the core. 
Note that with conduction present the temperature profile is 
smoother, cf. Fig. 3, because the energy absorbed is then con
ducted to the core which is at a lower temperature. 

Calculations have been carried out over the range 0.7 < Tw/T<t 
< 1.4 and 0 < J < 45 and tabulations of results are available 
from the authors. Some results are presented in Tables 1 and 2.s 

Over the range studied the maximum deviation of (Nucmia) with 
radiation present from Nu0Ond is about 3 percent for slug flow. 
This is a real, albeit small, variation since numerical errors are 
about 1 percent or less. Unfortunately, for the parabolic velocity 
profile the conduction contribution to the Nusselt number is 
much more sensitive to radiation, cf. Table 2, and therefore must 
be obtained from the solution to the complete problem which in
cludes the radiation contribution. 
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A Table of P-v-T Properties for Superheated 
Heavy Water Vapor (570 to 700 deg F 
and 910 to 2030 psia) 

C. M. IVEYI and J. D. T ARASUK2 

IN THE steam tables of Vukalovitch [1]3 an equation of state is 
p1'e.gented together with details of its development and applica
tion for an imperfect polyatomic gas based on the theory of 
"nssociation." In this study the experimental data of Kirillin 
'1Ile! Ulibin [2] together with the critical-point data of Whalley 
[:3] were employed to determine constant~ 0 1 and Oz for this 
eq\lation of state for the case of superheated heavy water. The 
eq\lation in the following form with constants 0 , and Oz accounts 
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for association of heavy water molecules into groups 01' aSSelll
blies of not greater than three molecules. The equation for pres
sure follows: 

P 1 {[ v2RT ( A 1(T) A,('l') )] } (1) 
= i44v' v - b 1 - v _ b - (v _ b)' - a 

where 

a 
27 
~ R7'b' 8 e' 

RT 
b = ~ 

8Pe 

P pressure, psia 
v specific volume, ft3-mole-' 
'1' temperature, deg R 
Te critical temperature 
N Avogadro's number 
R gas constant 
C, 0.1874879 X 10-17 

Cz 0,3117819 X 10-35 

Tables 1 and 2 display the data of references [2] and [3] re
spectively which were employed in evaluating constants C, and 
Oz. 

The computed values for pressure in Table 3 were calculated 
by equation (1). Since the experimental data of Kirillin and 
Ulibin in Table 2 are limited, the equation of state was also de
termined for superheated light water vapor. The experimental 
data of Keyes, Smith, and GelTY [4] and the critical-point data of 
Whalley [3] produced the following vallles for C, and Cz for light 
water: 

C, = 0.1801301 X 10-17 ; O2 = 0,1987865 X 10-35 

A total of 21 data points for specific volume ranging fmm 7 .. '"> 

to 20.0 cm3/g and corresponding temperatures ranging from 310 
to 370 deg C were applied in determining the constants. The 
equation of state satisfied all data points greater than 10.0 cm 3/g 
to within 4.5 percent. For the higher specific volumes and tem
peratures, within the above range, agreement to within 1 pel'eent 
was achieved. 

The values for the pressure of superheated heavy water vapor 
shown in Table 3 indicate a similar trend to that for light water. 

Table 1 

T e, deg C 
37l.1 ± 0.2 

Critical properties of heavy water [2J 

Ve, Cln3-mole-1 P" bar 
55.0 ± 0.5 218.8 ± 0.') 

Table 2 Experimental values for the specific volume of heavy waler [3] 
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v, cm3_g- l 
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86,64 
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13,88 
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Table 2 Results for the Nusselt number wi th the parabolic velocity profile; TV/To = 1.4 
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A Table of P-V-T Properties for Superheated 
Heavy Water Vapor (570 to 700 deg F 
and 910 to 2030 psia) 
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I N THE steam tables of Vukaloviteh [1]3 an equation of state is 
presented together with details of its development and applica
tion for an imperfect polyatomic gas based on the theory of 
"association." In this study the experimental data of Kirillin 
and Ulibin [2] together with the critical-point data of Whalley 
[3] were employed to determine constants d and C2 for this 
equation of state for the case of superheated heavy water. The 
equation in the following form with constants Ci and C2 accounts 

for association of heavy water molecules into groups or assem
blies of not greater than three molecules. The equation for pres
sure follows: 
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specific volume, ft3-mole_1 
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critical temperature 
Avogadro's number 
gas constant 
0.1874879 X 10"17 
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Tables 1 and 2 display the data of references [2] and [3] re
spectively which were employed in evaluating constants Ci and 
C2. 

The computed values for pressure in Table 3 were calculated 
by equation (1). Since the experimental data of Kirillin and 
Ulibin in Table 2 are limited, the equation of state was also de
termined for superheated light water vapor. The experimental 
data of Keyes, Smith, and Gerry [4] and the critical-point data of 
Whalley [3] produced the following values for Ci and C2 for light 
water: 

d = 0.1801301 X 10" C2 = 0.1987865 X 10" 

A total of 21 data points for specific volume ranging from 7.5 
to 20.0 cm3 /g and corresponding temperatures ranging from 310 
to 370 deg C were applied in determining the constants. The 
equation of state satisfied all data points greater than 10.0 cm3/g 
to within 4.5 percent. For the higher specific volumes and tem
peratures, within the above range, agreement to within 1 percent 
was achieved. 

The values for the pressure of superheated heavy water vapor 
shown in Table 3 indicate a similar trend to that for light water. 

Table 1 Critical properties of heavy water [2] 

Te, deg C vc, cm3-mole_ 1 P» bar 
371.1 ± 0.2 55.0 ± 0 .5 218.8 ± 0. 
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A Table of P-v-T Properties for Superheated 
Heavy Water Vapor (570 to 700 deg F 
and 910 to 2030 psia) 

C. M. IVEYI and J. D. T ARASUK2 

IN THE steam tables of Vukalovitch [1]3 an equation of state is 
p1'e.gented together with details of its development and applica
tion for an imperfect polyatomic gas based on the theory of 
"nssociation." In this study the experimental data of Kirillin 
'1Ile! Ulibin [2] together with the critical-point data of Whalley 
[:3] were employed to determine constant~ 0 1 and Oz for this 
eq\lation of state for the case of superheated heavy water. The 
eq\lation in the following form with constants 0 , and Oz accounts 
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for association of heavy water molecules into groups 01' aSSelll
blies of not greater than three molecules. The equation for pres
sure follows: 

P 1 {[ v2RT ( A 1(T) A,('l') )] } (1) 
= i44v' v - b 1 - v _ b - (v _ b)' - a 

where 

a 
27 
~ R7'b' 8 e' 

RT 
b = ~ 

8Pe 

P pressure, psia 
v specific volume, ft3-mole-' 
'1' temperature, deg R 
Te critical temperature 
N Avogadro's number 
R gas constant 
C, 0.1874879 X 10-17 

Cz 0,3117819 X 10-35 

Tables 1 and 2 display the data of references [2] and [3] re
spectively which were employed in evaluating constants C, and 
Oz. 

The computed values for pressure in Table 3 were calculated 
by equation (1). Since the experimental data of Kirillin and 
Ulibin in Table 2 are limited, the equation of state was also de
termined for superheated light water vapor. The experimental 
data of Keyes, Smith, and GelTY [4] and the critical-point data of 
Whalley [3] produced the following vallles for C, and Cz for light 
water: 

C, = 0.1801301 X 10-17 ; O2 = 0,1987865 X 10-35 

A total of 21 data points for specific volume ranging fmm 7 .. '"> 

to 20.0 cm3/g and corresponding temperatures ranging from 310 
to 370 deg C were applied in determining the constants. The 
equation of state satisfied all data points greater than 10.0 cm 3/g 
to within 4.5 percent. For the higher specific volumes and tem
peratures, within the above range, agreement to within 1 pel'eent 
was achieved. 

The values for the pressure of superheated heavy water vapor 
shown in Table 3 indicate a similar trend to that for light water. 

Table 1 

T e, deg C 
37l.1 ± 0.2 

Critical properties of heavy water [2J 

Ve, Cln3-mole-1 P" bar 
55.0 ± 0.5 218.8 ± 0.') 

Table 2 Experimental values for the specific volume of heavy waler [3] 

P, kg-cm-' 

v, cm3_g- l 

300 
86,64 

19,'?1. 

T, deg C 
360 

74.29 
13.5.68 
31.11 
13,88 

350 
89,38 

147.61 
24,02 
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v, ft3/jt.m 

Table 3 Pressures of superheated heavy water vapor, psia 

T, deg F 

.510 

.500 

.490 

.480 

.470 

.460 

.450 

.440 
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.420 

.410 

.400 
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.380 
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.350 
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.300 

,290 

.280 

,270 
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.240 
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1100 

1120 
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1472 
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1403 

1433 

1464 

1495 

1528 

1561 

1595 

1629 

1664 

670 

1034 

1051 

1069 

1088 

1107 

1127 

1147 

1168 

1190 

1212 

1236 

1260 

1285 

1311 

1337 

1365 

1394 

1423 

1454 

1486 

1518 

1552 

1586 

1621 

1657 

1694 

680 

1046 

1064 

1082 

1101 

1120 

1140 

1161 

1182 

1204 

1227 

1251 

1276 

1301 

1328 

1355 

1383 

1413 

1443 

1475 

1507 

1541 

1575 

1611 

1647 

1685 

1723 

690 

1058 

1076 

1094 

1113 

1133 

1153 

1174 

1196 

1219 

1242 

1267 

1292 

1318 

1345 

1373 

1402 

1432 

1463 

1495 

1528 

1563 

1599 

1635 

1673 

1712 

1752 

700 

1069 

1088 

1106 

1126 

1146 

1167 

1188 

1210 

1233 

1257 

1282 

1307 

1334 

1361 

1390 

1420 

1450 

1482 

1515 

1550 

1585 

1622 

1660 

1699 

1739 

1780 

1698 

1732 

1765 

1796 

1823 

1845 

1730 

1766 

1802 

1835 

1866 

1392 

1761 

1800 

1837 

1374 

1908 

1538 

1792 

1832 

1873 

1912 

1949 

1983 

1822 

1865 

1907 

1949 

1990 

2027 

Above 650 deg F and for specific volumes greater than 0.250 
f tyibm as shown to the right and above the heavy line, agreement 
with data points was approximately 1 percent. In this same 
region the difference between the pressures of light and heavy 
water vapor may differ by more than 9 percent. For states be
low 0.250 ft3/lbm and temperatures above 650 deg F the maxi
mum variation from the data of Table 2 does not exceed 3.5 per
cent. 

Equation (1) satisfies the one data point at 300 deg C (572 
deg F) of Table 2 to approximately 4 percent. Based on the 
previous trend indicated for light water it would be reasonable 
to expect that better agreement would be obtained for high 
specific volumes and temperatures between 570 and 650 deg F. 
For specific volumes below those indicated in Table 3, the condi
tions of saturated vapor are approached. These conditions are 
approximated in reference [3]. I t appears that the application 
of this equation of state to the available data near the saturated 
vapor line does not result in the same order of accuracy as found 
in the results of Table 3. 
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v, ft3/jt.m 

Table 3 Pressures of superheated heavy water vapor, psia 

T, deg F 

.510 

.500 

.490 

.480 

.470 

.460 

.450 

.440 

.430 

.420 

.410 

.400 

.390 

.380 

.370 

.360 

.350 

.340 

.330 

-.320 

.310 

.300 

,290 

.280 

,270 

.260 

.250 

.240 

.230 

.220 

,210 

.200 

570 

911 

926 

940 

955 

971 

987 

1003 

1020 

1037 

1055 

1073 

1091 

1110 

1130 

1149 

1169 

1190 

1210 

1231 

580 

924 

939 

954 

969 

985 

1001 

1018 

1035 

1053 

1071 

1090 

1109 

1129 

1149 

1169 

1190 

1212 

1233 

1255 

1277 

1300 

590 

937 

952 

967 

983 

999 

1016 

1033 

1051 

1069 

1088 

1107 

1127 

1147 

1168 

1189 

1211 

1233 

1256 

1279 

1302 

1326 

1349 

600 

949 

964 

980 

996 

1013 

1030 

1048 

1066 

1085 

1104 

1124 

1144 

1]65 

1186 

1208 

1231 

1254 

1278 

1"02 

1327 

1351 

1376 

1401 

1425 

610 

962 

977 

993 

1010 

1027 

1044 

1062 

1081 

1100 

1120 

1140 

1161 

1183 

1205 

1228 

1251 

1275 

1300 

1325 

1350 

1376 

1403 

1429 

1455 

1481 

620 

974 

990 

1006 

1023 

1040 

1058 

1077 

1096 

1115 

1136 

1156 

1178 

1200 

1223 

1246 

1271 

1295 

1321 

1347 

13 74 

1401 

1428 

1456 

1484 

1512 

1539 

1564 

630 

986 

1002 

1019 

1036 

1054 

1072 

1091 

1110 

1130 

1151 

1173 

1195 

1217 

1241 

1265 

1290 

1316 

1342 

1369 

1397 

1425 

1454 

1483 

1513 

1542 

1571 

1599 

1626 

640 

998 

1015 

1032 

1049 

1067 

1086 

1105 

1125 

1146 

1167 

1189 

1211 

1234 

1259 

1283 

1309 

1336 

1363 

1391 

1419 

1449 

1479 

1509 

1540 

1571 

1602 

1633 

1662 

1689 

1713 

650 

1010 

1027 

1044 

1062 

1081 

1100 

1119 

1139 

1160 

1182 

1204 

3 228 

1251 

1276 

1301 

1328 

1355 

1383 

1412 

1442 

1472 

1504 

1535 

1568 

1601 

1633 

1666 

1697 

1728 

1755 

1779 

660 

1022 

1039 

1057 

1075 

1094 

1113 

1133 

1154 

1175 

1197 

1220 

1244 

1268 

1293 

1320 

1347 

1375 

1403 

1433 

1464 

1495 

1528 

1561 

1595 

1629 

1664 

670 

1034 

1051 

1069 

1088 

1107 

1127 

1147 

1168 

1190 

1212 

1236 

1260 

1285 

1311 

1337 

1365 

1394 

1423 

1454 

1486 

1518 

1552 

1586 

1621 

1657 

1694 

680 

1046 

1064 

1082 

1101 

1120 

1140 

1161 

1182 

1204 

1227 

1251 

1276 

1301 

1328 

1355 

1383 

1413 

1443 

1475 

1507 

1541 

1575 

1611 

1647 

1685 

1723 

690 

1058 

1076 

1094 

1113 

1133 

1153 

1174 

1196 

1219 

1242 

1267 

1292 

1318 

1345 

1373 

1402 

1432 

1463 

1495 

1528 

1563 

1599 

1635 

1673 

1712 

1752 

700 

1069 

1088 

1106 

1126 

1146 

1167 

1188 

1210 

1233 

1257 

1282 

1307 

1334 

1361 

1390 

1420 

1450 

1482 

1515 

1550 

1585 

1622 

1660 

1699 

1739 

1780 

1698 

1732 

1765 

1796 

1823 

1845 

1730 

1766 

1802 

1835 

1866 

1392 

1761 

1800 

1837 

1374 

1908 

1538 

1792 

1832 

1873 

1912 

1949 

1983 

1822 

1865 

1907 

1949 

1990 

2027 

Above 650 deg F and for specific volumes greater than 0.250 
f tyibm as shown to the right and above the heavy line, agreement 
with data points was approximately 1 percent. In this same 
region the difference between the pressures of light and heavy 
water vapor may differ by more than 9 percent. For states be
low 0.250 ft3/lbm and temperatures above 650 deg F the maxi
mum variation from the data of Table 2 does not exceed 3.5 per
cent. 

Equation (1) satisfies the one data point at 300 deg C (572 
deg F) of Table 2 to approximately 4 percent. Based on the 
previous trend indicated for light water it would be reasonable 
to expect that better agreement would be obtained for high 
specific volumes and temperatures between 570 and 650 deg F. 
For specific volumes below those indicated in Table 3, the condi
tions of saturated vapor are approached. These conditions are 
approximated in reference [3]. I t appears that the application 
of this equation of state to the available data near the saturated 
vapor line does not result in the same order of accuracy as found 
in the results of Table 3. 
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Pr = 0.72 

COMPLETE 
MASS 
EXTRACTION 

Fig. 1 Constant-property Nusselt numbers for the entrance region of a 
porous parallel-plate channel 

Reo = main-channel Reynolds number at the entrance to thermal 
section, pUoD/fi 

Rew = wall Reynolds number, positive for injection, pV^D/fi 
T = fluid temperature 

Tb = local bulk fluid temperature 
Tw = wall temperature 

u = axial velocity 
Ub = bulk axial velocity 
Uo = axial velocity at thermal entrance 

!' = transverse velocity 
Vw = transverse velocitjr a t the wall 

x = axial cartesian coordinate 
x + = inverse Graetz number, rc/DReoPr 

y = transverse cartesian coordinate 
rj = 1—4j//.D, dimensionless transverse coordinate 
fx = dynamic viscosity 
p = density 

Introduction 

Laminar-flow porous-wall entrance problems are being investi
gated by the authors for constant- and variable-property flows. 
The results for the hydrodynamic entry problem, that is the length 
required for flow development with injection or extraction, have 
been presented in [I] .3 This note presents constant-property 
solutions for the thermal entry problem for uniform injection and 
suction through constant-temperature, parallel porous plates. 
The velocity profiles employed are completely fully developed 
including the effects of injection or extraction, i.e., the dimension-
less velocity profile u/Ub has become invariant with regard to 
axial position. The problem is of interest for nuclear applica
tions such as the gas-core nuclear rocket where the channel walls 
may be protected by transpiration cooling and for chemical 
process applications such as the study of film condensation in 
vertical ducts where the vapor-liquid interface may be treated as 
a stationary permeable boundary, i.e., a porous wall. 

There are two known previous investigations concerning heat 
transfer in a laminar flow between parallel porous plates. The 
first was accomplished by Terrill [2] who obtained solutions for 
hydrodynamically and thermally fully developed laminar flow for 

Table 1 Fully clCvoli,i,cd M.. 

Row 

- 2 0 
- 1 2 

- 8 
- 4 
- 2 

0 
2 
4 
8 

12 
20 
32 
40 

the case of small injection or suction at the wall. He used com
pletely fully developed velocity profiles that result from a third-
order perturbation solution of the axial-momentum equation. 
His solution employs a perturbation method to the Sturm-
Liouville problem which results from analysis of the following 
form of the energy equation 

. • - « . . » « , 

Ton-ill and W 
i iuii iuers, <~' 

ilker. 
equation (30) ' 

17.12 
12.74 
10.83 
9.09 
8.29 
7.54 
6.83 
6.17 
4.99 
3.98 
2.52 
1.70 
2.06 

— U./J! 

Present result 

16.95 
12.71 
10.82 
9.09 
8.29 
7.54 
6.83 
6.16 
4.97 
3.96 
2.40 
1.02 
0.54 

PCP . \- v — 
i)x dy) 

k (1) 

3 Numbers in brackets designate References at end of technical 
brief. 

This form is for steady, incompressible, constant-property flow in 
which viscous dissipation, axial heat conduction, and pressure 
work terms are neglected. The entry temperature profile of the 
flow is uniform and at the wall temperature. The flow sub
sequently encounters a step increase in the wall temperature and 
solutions are sought for this boundary condition. Terrill in
dicated his results to be valid over the range |Re„Pr| < 12 where 
ReJPr is the perturbation parameter. He found there was anal
ogous behavior between heat and momentum transfer in that the 
friction coefficient and Nusselt number for fully developed condi
tions decrease with increasing injection. Other parameters of 
interest such as the temperature profile were not presented in his 
paper. Terrill and Walker [3] refined the above work and ex
tended it to include the cases of very large suction and injection. 
They gave fully developed Nusselt-number results for |Re„Pr| > 
80. The Nusselt number for large injection was found to 
approach zero asymptotically. For large suction, Nu approaches 
— Re,„Pr which agrees with Kinney's results [4j for the same prob
lem in a porous tube. 

Solution Approach 

Predictions for the behavior of the Nusselt number in the 
thermal entry region were obtained in the present work by using 
the numerical method of Patankar and Spalding [5] as amended 
by Bankston and McEligot [6] for internal flow. The method 
consists of a simultaneous solution of the continuity, energy, and 
axial-momentum equations at each axial station and is a march
ing integration routine which depends upon the values obtained 
at the previous station. The method is treated in complete detail 
in reference [6] and for the sake of brevity is not repeated here. 
The computer program used in this work is based upon one de
veloped by Schade [7] for the study of variable-property turbulent 
flow between parallel non-porous plates. The assumptions rela
tive to equation (1) were the same for this work as those used by 
Terrill as described above. Consequently, since the properties 
are held constant and the velocity profiles used are for completely 
fully developed flow, only the energy-equation solution is re
quired at each axial location. The injected or extracted fluid is 
assumed to be identical with that of the main-channel flow and to 
be at the wall temperature when it enters or leaves the wall. 

The criterion for thermal development is taken to be when the 
local Nusselt number is within a certain percentage of the fully 
developed Nusselt number. The thermal entry lengths for cases 
where the Nusselt number is within 1 percent and 0.1 percent of 
the fully developed value are shown in Fig. 1. 
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(T-tV(Tb-X) 
Fig. 2 Development of the dimensionless temperature profile between 
constant-temperature, parallel porous plates—moderate injection 

Results 
One of the means used to check the plausibility of the com

puter-program results was a comparison with solutions obtained 
by the authors using equation (30) of Terrill and Walker [3]. The 
comparison in Table 1 is very good in the range for which Terrill 
held his results to be valid. At moderate wall Reynolds numbers 
the perturbation solutions lose their validity and the present 
results are considered to be more accurate, especially for the 
case of injection. The behavior of the Nusselt number in the 
thermal entrance region is given in Fig. 1 and is analogous to that 
of the fraction factor in the hydrodynamic entry region [1], in 
that the effect of injection is to reduce friction and heat transfer. 
However, the effect of the injection is to increase the thermal 
entry length, whereas it was found that injection decreased the 
hydrodynamic entry length. This observation is in keeping with 
the solutions given by Pederson [8] for the porous tube where a 
similar behav or was noted. The present results are in good 
agreement wilh known results for Re,„ = 0. 

The behavior of temperature profile after the flow encounters a 
step increase in the wall temperature is shown for an injection and 
suction case in Figs. 2 and 3. Fully developed dimensionless 
temperature profiles for air (Pr = 0.72) at various wall Reynolds 
numbers are presented in Fig. 4. They exhibit the same behavior 
and general form as those obtained by Kinney [4] for the porous 
tube. The decreasing nature of the Nusselt number for moderate 
injection as shown in Fig. 1 is indicated by the decreasing tem
perature gradient at the wall for increasing injection. Thus, if 
one desires to protect walls of a channel or a surface from a hot 
gas or liquid, one solution, as is presently being used in advanced 
rocket engines, is to inject a relatively cool fluid at a moderate 
wall Reynolds number. For sufficiently long channels, the flow 
will eventually undergo transition to. turbulent flow due to the 
mass addition; however, Hviesmann and Eckert [9] found for 
flow in a porous tube that transition was delayed until the local 
Reynolds number was 10,000 for an injection wall Reynolds num
ber of 140. 

The case of heat transfer with a plane Poiseuille velocity profile 
at the entry to the porous section and the start of heating (injec
tion and heating start at the same point) was also examined. I t 
was found that there was a negligible difference in the Nusselt-
number prediction over that case where the flow is hydro-
dynamically fully developed (including the effects of injection or 
suction) prior to heating. 
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Recommendations for Data Compilations and for the 
Reporting of Measurements of the Thermal 
Conductivity of Oases1 

Introductory Remarks 

SINCE THE importance of thermal conductivity data for gases is 
well established, a program for the evaluation of such data was 
among the early efforts of the Office of Standard Reference Data 
to develop a National Standard Reference Da ta System. This 
program called for evaluators with various interests and back
grounds to match the needs of the various users. Coordination 
was necessary to provide basic standards of quality and content, 
and uniformity of presentation. Accordingly, a panel of experts, 
interested in the program of the Office of Standard Reference 
Data, was asked what criteria should be established for critical 
evalutations in this field. 

How well data can be evaluated depends in large measure on the 
method of measurement and of presentation of the original results. 
Where positive information is lacking on a particular point, a 
data evaluator must adopt a very cautious attitude to the results 
in question; therefore, if an author fails to describe his method 
adequately, his results may not receive the proper attention or 
weight. To help avoid such an occurrence, the panel has em
phasized the experimental features which are most important to 
the evaluator. 

The primary purpose of the panel meeting, coordination of 
efforts among evaluators of the Office of Standard Reference 
Data, has already been served. However, it was felt that the 
results of the meeting might be of interest to other evaluators of 
data, and indeed to authors of experimental papers in the field, 
and editors and reviewers concerned with such papers. No 
claim can be made that the thoughts contained in these considera
tions are original or particularly subtle, but it is the experience 
of the panel members involved that at least one of the important 
features is missing from a large number of potentially important 
papers. Systematic attention to these considerations in the 
designing of experiments and the presentation of results would 
assure the experimenter of the maximum utilization of his results. 

These are the reasons for the present communication. 

Recommendations for Compilation of Critically 
Evaluated Data 

Presentation of Evaluated Data. The "recommended" or "best" 
or "definitive" data should be presented in tabular form even if 
equations have been developed which are thought to fit all or part 
of the data within their reliability. If graphical representation is 
desirable, it should be given in addition to the tabular material. 
If at all feasible, the interval of presentation in the tables should 
be such as to allow linear interpolation between points. 

Units. The International System of Units (SI units) or units 
approved for use with the SI units should be used. Where 
desirable to improve communication or to enhance the usefulness 
to primary recipients, other units can be expressed by indication 
of conversion factors, inclusion of parallel columns of converted 
values, or in other suitable supplementary ways. For further 
information on SI units see "Policy for NBS Usage of SI Units," 

i Considerations of an ad hoc group of specialists assembled by the 
Office of Standard Reference Data, National Bureau of Standards, 
consisting of the following members: H. Hanley, NBS Boulder; M. 
Klein, NBS Washington; P. E. Liley, TPRC Purdue University; 
S C Saxena, TPRC Purdue University (current address, Dept. ot 
Energy Engineering, University of Illinois at Chicago Circle); J. V. 
Sengers, NBS Washington (current address, Institute for Molecular 
Physics, Universitv of Maryland); G. Thodos, Northwestern Uni
versity; and H. J. White, Jr., Office of Standard Reference Data, 
National Bureau of Standards, U. S. Department of Commerce, 
Washington, D. C. 20234, to whom inquiries should be directed. 

Communicated through S. P. Kezios, Past Senior Technical Editor, 
JOURNAL OF HEAT TBANSFEB. Manuscript received April 1, 1970. 

NBS Technical News Bulletin, Vol. 55, No. 1, Jan. 1971 and 
"ASTM Metric Practice Guide" NBS Handbook 102 available 
from the Superintendent of Documents, U. S. Government Print
ing Office, Washington, D. C. 20402. 

Reliability. Explicit quantitative estimates of the reliability of 
recommended values should be given. These estimates should 
take account of the precision of experimental measurements and 
the estimated magnitudes of systematic errors. A good dis
cussion of methods of treating various degrees of imprecision 
and systematic error is presented by C. Eisenhart in "Expression 
of the Uncertainties of Final Results," Science, Vol. 100, June 14, 
1968, p. 1201. Limits of reliability should also be given for 
any polynomial or graphical representation that is recommended. 
Consideration or errors necessarily includes those which might 
be introduced by manipulative procedures such as extrapolation 
to an axis or by theoretical approximations in addition to those 
inherent in the experimental measurements. 

Discoursive Material. As a general rule, the various decisions 
which have been made and the reasons for them should be dis
cussed. There are several types. The field covered by the 
monograph should be explicitly defined. If closely related mate
rial, which is usually considered simultaneously with the material 
at hand, is omitted, it may be advisable to point out the omission 
and its reason. The theoretical basis for analysis, for conversion 
of primary measurements of one type to data of another, for 
extrapolation, approximation, or other manipulative procedures 
should be dealt with fully. Auxiliary data used should be con
sidered as well as primary data. As far as is feasible, the reasons 
for selecting specific data should be detailed. 

Whether original data need to be tabulated or not is a matter 
for discretion. If there are relatively few, tabulat ion is probably 
desirable. Selected individual results should be tabulated, 
especially in cases where some of them have been difficult to ob
tain, or, if the evaluator has had to make unit conversions or 
other transformations, to put the original results on a comparable 
basis. In any event, it is usually desirable to compare the recom
mended values with the individual measurements, at least m 
cases where there are several sets of measurements. This can 
often be done very effectively by graphical methods. A preferred 
graphical method, where the grouping of the lesults allows it, is 
the "deviation plot," in which deviations of individual results 
from the recommended values are plotted against some experi
mental parameter. All pertinent experimental results should be 
included in a deviation plot, and the limits of reliability of the 
recommended values should be shown. 

Bibliography. As a general rule the bibliography should be as 
comprehensive as possible. If certain types of results are being 
omitted, for example those obtained using a certain method or 
those made using a certain instrument before it was developed 
to a given sensitivity, the omissions should be mentioned ex
plicitly in the text along with reasons. Otherwise it is desirable 
to include reference to pertinent measurements even if they are 
not weighted heavily in determining recommended values. One 
of the evaluator's tasks is to make it unnecessary for others to 
search the literature prior to his work. He distills the essence of 
the literature into his recommended value; but others, approach
ing with other backgrounds, with other purposes, or in the light 
of subsequent developments, may wish to rework the data to 
obtain other numbers or to apply new weighting factors. The 
evaluator's bibliography and his comments then provide the 
raw material for their efforts. 

Recommendations for the Reporting of Experimental 
Measurements 

I t is obvious tha t experimental papers are not written for the 
exclusive use of data compilers or evaluators. However, when 
the experimenter intends to provide definitive data on a given 
system, he must perforce consider certain factors. If he reports 
fully on these factors, he eases the evaluator's job and assures 
maximum utilization of his efforts. 
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Introductory Remarks 

81:-';('1-: 'l'I1I': illlpO)·tall<·c uf thel'lllal cOllllu<:\.ivity llala for gases is 
well pst.ab\i,.dIPd, a pl'Ogl':11ll for thp pVll\uatioll of sllch data was 
alllolig tlIP carly l~rrorts of Ihe OfIice of ~talldard llefpJ'(!lIce I lata 
to clevplo}l a );atiollal StalIdard 1{<'ferPllce Dala ,'),·slclll. This 
program l',dl<~d I'm evaluators wil·h various illterests llnd baek
gl'Olllld" to malch Ihe lIel~ds of thc variou" users. Coordillatioll 
was Ill~l'essar,' 10 pl'Ovide hasil: stalldards of quality alld cOlllclIi, 
rrnd uniformity of presentation. Accordingly, a panel of experts, 
interested in the program of the Office of Standard Reference 
Dab" was asked what criteria should be established for critical 
evalutatiolls ill this field. 

How well data can be evaluated depends in large measure Ull the 
method of measure men t and of presen tation of the original results. 
Where positive inform[ltion is lucking on [I pmticlllar puint, [I 

data evaluator must adopt a very cautious attitude to the results 
in question; therefore, if an author fails to describe his method 
adequately, hi;; results may not receive the proper attention or 
weight. To help avoid such an occlll'rence, the panel has em
phasized the experimental featmes which al'e most important to 
the evaluator. 

The primary plIl'pose of the p[lnel meeting, coordination of 
efforts among eva\tmtors of the Office of Stand[lrd Heference 
l)uta, has already been served. However, it was felt that the 
results of the meeting might be of interest to other eV[lluatOl's of 
,hta, and indeed tu authors of experimental papers in the field, 
and editOl's [lnd reviewers concerned with such p[lpers. No 
elaim can be m[lde that the thoughts cont[lineci in these considera
tions are original or particulm'ly subtle, but it is the experience 
of the panel rnembeni involved th[lt at least one of the important 
[e[ltmes is missing fron, a large number of potentially important 
papers. System[ltic attentiun to these considerations in the 
designing of experiments and the presentation of results wuuld 
"ssme the experimenter of the maximum utilization of his re.sult.'. 

These nre the reasons for the present communic[ltioll. 

Recommendations for Compilation of Critically 
Evaluated Data 

Presentation of Evaluated Dolo. The "recommended" or "best" 
or "definitive" data should be presented in tabular form evell if 
equations h[lvo been developed which are thought to fit nll or part 
of the data within their reli[lbility. If graphicalrepreselltation is 
desirable, it should be given in additioll to the tabuhr mnterial. 
If at all feasible, the interval of present[ltion in the tables should 
be such as to allow linear interpol[ltion between points. 

Units. The Intel'llational System of Units (SI units) or units 
approved for use with the SI units should be used. Where 
desirable to improve communication or to enhance the n~efulness 
to primary recipientlS, other units caB be expressed by indication 
of conversion facLon;, inclusion of parallel columns uf converted 
v[llues, or in other suit[lble supplementary ways. For further 
information on SI units see "Policy for NBS Usage of SI Units," 

I Considerations of an nd hoc group of specialists assembled by the 
Of rice of Standard Heference Data, National Bureau of Standards, 
consisting of the following members: H. Hanley, NBS Boulder; M. 
Klein, NBS 'Washington; P. E. Liley, TPRC Purdue University; 
S. C. Saxena, TPRC Purdue University (current address, Dept. of 
Energy Engineering, University of Illinois at Chicago Circle); J. V. 
Sengers, NBS IVashington (current address. Institute for Nlolecubr 
Physics, University of Nlaryland); G. Thodos, Northwestern U ni
versity; and H. J. ·White. Jr., Office of Standard Reference Data, 
National Bureau of Standmds, U. S. Department of Commerce, 
Washington, D. C. 20234, to whom inquiries should be directed. 

Communicated through S. P. Kezios, Past Senior Technical Editor, 
JOURNAL OF HEAT TRANSFER. Manuscript received April 1, 1970. 

lourna\ of Heat Ttallsfer 

NBS '/'echnical Ncw.~ lIul/din, Vo\. [i;>, No. I, .Jan. U)71 IIlld 
"ASTM i\1eLric l'l'llet.iee Uuide" NBS HIl/ldllOok 102 llvltilahh· 
fl'oll1 the SUllcrin len <len t· of I)lwlllllcnt,s, U. H. (;ovcl'llmen\, Print
ing OfIice, Washingt.on, I l. C. :.W.to2. 

Reliability. Explieil ljlllllllilnt.ive esiinlll\es of the reliabilit.y .,f 
recolllmellded valucs should hc givcn. These esl imales should 
I·alw nccollnL or t he precision of experimen(.lIllllellSlIl'()lllenb nlld 
the .I)sl.imall'll magnit Illlt,s or sys\ema!.ic: errors. A good di~

t:IlSSlOn of methods or I.real.ing vlll'iollS degl'c('s of iIllJll'e('i~ioll 

and sy:..;t.elnnt.ie (~l'l'()r i:..; pl'(,:-\(~lltpd hy c. It~i:..;ellhal'tJ ill ''It:xpl'e~:-;i()l1 

of t.he Unecrlainlies of Final Hc.,ults," Scil'Tlce, Vol. \(iO, .June H, 
U)(;X, p. 1:20 l. Lilllits or reliahili(.y should al"o bc giVl~1l f" .. 
any po\ynoIllinl or gl'aphil'al l'epl'cscnt.ation t hal is rCl·olllmclllle,1. 
Considerat.ion or l~IToI'S Ill'l'essnl'i\y indudes Ihose which might 
be int.rOlluced by manipulativc prucedures such ns exl rapoja!.i"lJ 
to an [lxis or by theoretical [lpproximations in [ldclition to thos!' 
inherent in the experimental measnrements. 

Discoursive Material. A~ [I general rule, the vl1l'ious decisions 
which have been made and the rensons for them should be di,,
cussed. There are :;everal types. The field covered by tlw 
mOl\ograph should be explicitly defined. If dosely related mal e
rial, which is usually cOllsidered simultaneously with the material 
at hand, is omitted, it may be advisable to poillt out the omissioll 
and its reason. The theoretical basis for analysis, for conversion 
of primary measnremen ts of one type to data of another, for 
extrapolation, approximation, or other manipUlative procedure,.; 
should be de[llt with fully. Auxiliary data used should be con
sidered as well as primary data. As far as is feasible, the reasons 
for selecting specific data should be det[liled. 

Whether original da!'!, need to be tabulated or not is a matll'l' 
for discretion. If there are relntively few, tablubtion is probably 
desimble. Selected indivicltml results should be tabulaled 
especially in cases where sume of t.hem have been difficult to 0],: 
tain, or, if the evahmlor has had to make unit conversions ill' 
other transform[ltiolls, to put the original results on a comparahle 
basis. In [lny event, it is nsually desirable to compare the reeoIIJ
mended v[llues with the individual measurements, nt least ill 
eases where there are seveml sets of measurements. This call 
often be done very effectively by graphic[llmethods. A prefelTPd 
gmphical method, where the grouping of the lesults allows it, is 
the "deviation plot," in which devi[ltions of individu[ll results 
from the recommended values are plotted rtgainst some experi
mental parameter. All pcrtinent experimental results should b" 
included in a devintion plot, and the limits of l'eli[lbility of the 
recommended values should be shown. 

Bibliography. As a general rule the bibliography should he as 
comprehensive as possible. If certain tYlles of results are IJeing 
omitted, for example those obtained using [I certain method 01' 

those made using a c8rtnin instrument before it was developed 
to a given sensitivity, the omissions should be mentioned ex
plicitly in the text along with reasons. Otherwir<e it is desirable 
to include reference to pertinent measurements even if thee' arc 
not weighted heavily in determining recommended values. Une 
of the evaluator's task,.; i,.; to make it unnecessary for others t.tl 
search the literature prior to his work. He distills the essencE' "I' 
the literature into his recommended value; but others, appruach
ing with other backgrounds, with other purposes, 01' in the light 
of subsequent developments, may wish to rework the data tt! 
obtain other numbers 01' to apply new weighting facturs. Thl' 
evaluator's bibliography and hi" comments then provide 111<' 

raw material for their efforts. 

Recommendations for the Reporting of Experimental 
Measurements 

It is obvious that experimental papers ayc not written for t lit'. 
exclusive use of data compilers or evaluators. However, whell 
the experimenter intends to provide definitive data on a givE'l1 
system, he must perforce consider cert[lin factors. If he reporh 
fully on these factors, he eases the evaluator's job and assures 
maximum utilization of his efforts. 
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If at all possible, tables of original measurements should be 
given. When the number of measurements, or the editorial 
policy of the journal in which the paper is published, precludes 
publication in tabluar form, the results should be made available 
either through the American Documentation Institute, directly 
from the author, or in some other way, and this availability de
clared in the paper. 

The results should be subjected to a detailed error analysis. 
This analysis should include not only the usual precision mea
sures, but also an analysis of possible systematic errors and of 
correction factors used. 

A full description of experimental details should be given, 
including specifically the following points: 

1 A direct experimental assessment of radiative losses. 
2 Experimental proof of the absence of convection. 
3 A discussion of parasitic conduction and of the efforts made 

to estimate its magnitude and correct for it. 
4 A discussion of the temperature-gradient measurement 

including specification of the size of the temperature difference 

and a discussion of the relation of the measured temperature 
difference and the gradient in the fluid. 

5 A discussion of the method of measuring heat flow and its 
accuracy. 

6 Experimental confirmation that the measured thermal 
conductivity is independent of the magnitude of the temperature 
gradient (Fourier's law). 

7 The determination of the geometrical constants of the 
system. 

8 The geometry of the temperature field. 
9 Accommodation coefficients. 

10 If the experimental method is a relative method, the 
calibration and proof of validity of the method. 

11 The purity and composition of the sample. 
12 Specification of the state variables, including the tempera

ture, at the position in the cell at which the thermal conductivity 
is measured. 

In addition Cp and the equation of state are desirable although 
not strictly necessary. 
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